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Abstract. In this paper, we study estimates for convolutions on some classes of measurable, positive
and radial symmetrical functions. On this base we prove then order-sharp estimates for decreasing
and symmetrical rearrangements of convolutions and for weighted mean values of rearrangements.
These estimates give, in particular, a reversal of the well-known inequalities for convolutions proved
by R. O’Neil.

DOI: https://doi.org/10.32523/2077-9879-2024-15-4-08-32

1 Introduction

In this paper, we consider estimates for decreasing rearrangements of convolutions. The books by
S.G. Krein, Yu.I. Petunin and E.M. Semenov [12], C. Bennett and R. Sharpley [3] contain main
definitions and basic facts related to this topic. The properties of the classical Bessel and Riesz
potentials are described in the books by V.G. Maz’ya [13], S.M. Nikol’skii [14], E.M. Stein [17].

In Section 2 of the paper, we obtain two–sided estimates for convolutions for some classes of radial
symmetrical functions. The case of functions that are positive on Rn is considered here. In Section 3
we consider the case, where one of the convolved function has support contained in the finite ball
BR = {x ∈ Rn : |x| ≤ R} for some R ∈ (0,∞). Such consideration will be useful for application of
these results to generalized Bessel potentials. In that case the kernel of the convolution is splitted
into two parts, and one part is supported in BR.

We apply these estimates in Section 4 to obtaining two–sided estimates for symmetrical and
decreasing rearrangements of convolutions. These estimates give, in particular, a reversal of the well-
known inequality for convolutions proved by R. O’Neil [16]. They develop and refine the estimates
obtained in our papers [5]–[6], [8]–[10]. We will use these results to justify pointwise and integral
coverings for cones of decreasing rearrangements for generalized Bessel-Riesz potentials. As a result,
exact descriptions of equivalent cones for cones of decreasing rearrangements of potentials will be
obtained. They develop the results of our works [9], [10]. Note that E. Nursultanov and S. Tikhonov
[15] obtained some further developments of O’Neil’s results. For researches related to the topic, see
[2, 4, 11].

In Section 5 we prove a lemma which may be useful in many considerations related to the subject
of this paper. The proof of this lemma is related to the proofs of Theorems in Sections 2–4.
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2 Two–sided estimates for convolutions. The case R =∞

Let α ∈ (1,∞), R ∈ (0,∞].

Definition 1. As Jα(∞) we denote the class of all measurable functions F : (0,∞)→ (0,∞), such
that for all ξ ∈ (0,∞)

τ ∈ [ξ, 2ξ] implies α−1F (ξ) ≤ F (τ) ≤ αF (ξ). (2.1)

Remark 1. Let α ∈ (1,∞), F ∈ Jα(∞), m ∈ N, ξ ∈ (0,∞). Then, the following estimate holds

η ∈ [ξ, 2mξ]⇒ α−mF (ξ) ≤ F (η) ≤ αmF (ξ). (2.2)

Proof. Let us use the method of induction.
For m = 1 estimate (2.2) for F ∈ Jα(∞) follows from the definition.
Assumption of induction: assume that estimate (2.2) holds for all numbers from 1 to m. Step of

induction: let us prove that then it is true for the number m+ 1.
For η ∈ [ξ, 2m+1ξ] = [ξ, 2mξ]

⋃
[2mξ, 2m+1ξ] we have on [ξ, 2mξ] estimate (2.2), and for η ∈

[2mξ, 2m+1ξ] the estimate holds for F ∈ Jα(∞)

α−1F (2mξ) ≤ F (η) ≤ αF (2mξ).

For η = 2mξ, according to (2.2), α−mF (ξ) ≤ F (2mξ) ≤ αmF (ξ), so that we obtain

α−(m+1)F (ξ) ≤ F (η) ≤ α(m+1)F (ξ), η ∈ [2mξ, 2m+1ξ].

Recall that α > 1, so that (2.2) implies, in particular, that

α−(m+1)F (ξ) ≤ F (η) ≤ α(m+1)F (ξ), η ∈ [ξ, 2mξ].

These estimates give the desired inequality:

α−(m+1)F (ξ) ≤ F (η) ≤ α(m+1)F (ξ), η ∈ [ξ, 2m+1ξ].

Definition 2. As Jα(R) with R ∈ (0,∞) we denote the class of all measurable functions F : (0,∞)→
[0,∞), such that F (ξ) > 0, ξ ∈ (0, R], F (ξ) = 0 for ξ > R and

ξ ∈ (0, R), τ ∈ [ξ,min {2ξ, R}]⇒ α−1F (ξ) ≤ F (τ) ≤ αF (ξ).

For a function F ∈ Jα(R), R ∈ (0,∞) we have an analogue of (2.2):

ξ ∈ (0, R), τ ∈ [ξ,min {2mξ, R}]⇒ α−mF (ξ) ≤ F (τ) ≤ αmF (ξ). (2.3)

The following remark shows the link of two–sided estimates for the left and the right ends of the
segment [ξ, 2mξ].

Remark 2. 1. Let α ∈ (1,∞). From (2.2) it follows easily that for β = α2

τ ∈ [ξ, 2mξ]⇒ β−mF (2mξ) ≤ F (τ) ≤ βmF (2mξ). (2.4)

2. Let β ∈ (1,∞). From (2.2) it follows easily that for α = β2

τ ∈ [ξ, 2mξ]⇒ α−mF (ξ) ≤ F (τ) ≤ αmF (ξ). (2.5)
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The next remark shows the link of two–sided estimates for any two points of the segment [ξ, 2mξ].

Remark 3. Let α ∈ (1,∞), m ∈ N, F ∈ Jα(∞), so that estimate (2.2) holds. Then, it follows easily
that for any two points t, τ ∈ [ξ, 2mξ] the following estimate holds:

α−2mF (t) ≤ F (τ) ≤ α2mF (t).

Remark 4. Let α ∈ (1,∞), m ∈ N, R ∈ (0,∞), F ∈ Jα(R), so that estimate (2.3) holds. Then, it
follows easily that for any t, τ ∈ [ξ,min {2mξ, R}] the following estimate holds:

α−2mF (t) ≤ F (τ) ≤ α2mF (t).

Theorem 2.1. Let α, β ∈ (1,∞); F ∈ Jα(∞), G ∈ Jβ(∞), x ∈ Ṙn = {x ∈ Rn, x 6= 0},

f(x) = F (|x|), g(x) = G(|x|); (2.6)

u(x) = (f ∗ g)(x) = (g ∗ f)(x) =

∫
Rn

f(y)g(x− y)dy; (2.7)

ũ(x) =

∞∫
0

[F (τ)G(|x|+ τ) + F (|x|+ τ)G(τ)] τn−1dτ. (2.8)

Then, there exist constants ci = ci(α, β, n), i = 1, 2, such that 0 < c1 ≤ c2 <∞ and

c1u(x) ≤ ũ(x) ≤ c2u(x), x ∈ Ṙn. (2.9)

Proof. 1. Let Sn−1 = {ω ∈ Rn : |ω| = 1} be the unit sphere in Rn, Cn =
∫

Sn−1

dω = 2πn/2Γ(n/2)−1

be the integral over all angles in Sn−1.

For x ∈ Ṙn we introduce the spherical system of coordinates with the center at the point 0 and
the polar axis L0 such that x ∈ L0. In the spherical coordinates for y ∈ Ṙn we have

y = (τ, ω), τ = |y| > 0, ω ∈ Sn−1;

and we obtain that

∫̇
Rn
F (|y|)G(|x|+ |y|)dy =

∞∫
0

F (τ)G(|x|+ τ)

( ∫
Sn−1

dω

)
τn−1dτ

= Cn
∞∫
0

F (τ)G(|x|+ τ)τn−1dτ. (2.10)

Let Ω = B(x, |x|/2) be the ball with the center x and the radius r = |x|/2. It follows from
(2.6) and (2.7) that

u(x) =

∫
Ṙn

F (|y|)G(|x− y|)dy = I1 + I2, x ∈ Ṙn, (2.11)
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where
I1 =

∫
Ṙn\Ω

F (|y|)G(|x− y|)dy, I2 =

∫
Ω

F (|y|)G(|x− y|)dy. (2.12)

For y ∈ Ṙn \ Ω we have |x| ≤ 2|x− y|, so

|y| = |y − x+ x| ≤ |y − x|+ |x| ≤ 3|y − x|.

Then,
|x− y| ≤ |x|+ |y| ≤ 5|x− y| < 23|x− y|, y ∈ Ṙn \ Ω,

and for G ∈ Jβ(∞) it follows from (2.2) with m = 3, α = β that

β−3 ≤ G(|x|+ |y|)/G(|x− y|) ≤ β3, y ∈ Ṙn \ Ω.

It means that
β−3I1 ≤

∫
Ṙn\Ω

F (|y|)G(|x|+ |y|)dy ≤ β3I1. (2.13)

The left–hand–side inequality in (2.13) shows that

I1 ≤ β3

∫
Ṙn

F (|y|)G(|x|+ |y|)dy.

Therefore, analogously to (2.10) we obtain in the spherical coordinates

I1 ≤ β3Cn

∞∫
0

F (τ)G(|x|+ τ)τn−1dτ. (2.14)

Moreover, let KΩ be a minimal cone with the cone apex at the origin, such that Ω ⊂ KΩ.
Denote

ΣΩ =
{
ω ∈ Sn−1 : ω /∈ KΩ

}
, σn =

∫
ΣΩ

dω;

∆Ω =
{
ω ∈ Sn−1 : ω ∈ KΩ

}
, δn =

∫
∆Ω

dω.

Our construction is such that the sets KΩ, ΣΩ, ∆Ω are the same for all x ∈ L0, they depend
only on dimension n. Moreover, ΣΩ ∩ ∆Ω = {∅}, ΣΩ ∪ ∆Ω = Sn−1. Then, 0 < σn, δn,
σn + δn =

∫
Sn−1

dω = Cn, so that, in particular, 0 < σn < Cn.

Note that Ω ⊂ KΩ ⇒ Rn \KΩ ⊂ Rn \ Ω. Thus, the right–hand–side estimate in (2.13) implies

I1 ≥ β−3

∫
Rn\Ω

F (|y|)G(|x|+ |y|)dy ≥ β−3

∫
Rn\KΩ

F (|y|)G(|x|+ |y|)dy.

Like in (2.10), we obtain in the spherical coordinates that
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∫
Rn\KΩ

F (|y|)G(|x|+ |y|)dy =

∞∫
0

F (τ)G(|x|+ τ)

∫
ΣΩ

dω

 τn−1dτ

= σn

∞∫
0

F (τ)G(|x|+ τ)τn−1dτ.

As a result,

I1 ≥ β−3σn

∞∫
0

F (τ)G(|x|+ τ)τn−1dτ. (2.15)

Estimates (2.14) and (2.15) give the two–sided inequality:

β−3C−1
n I1 ≤

∞∫
0

F (τ)G(|x|+ τ)τn−1dτ ≤ β3σ−1
n I1. (2.16)

2. We move on to the estimates for I2 =
∫
Ω

F (|y|)G(|x− y|)dy. For y ∈ Ω we have

y ∈ Ω⇒

{
|y| ≤ |x|+ |y − x|;
3|y| ≥ 3

2
|x| = |x|+ 1

2
|x| ≥ |x|+ |y − x|.

Thus, y ∈ Ω⇒ 2−2(|x|+ |y − x|) ≤ |y| ≤ |x|+ |y − x|.
For F ∈ Jα(∞) it follows from here and from Remark 2 (see (2.4)) that

α−2F (|x|+ |y − x|) ≤ F (|y|) ≤ α2F (|x|+ |y − x|), y ∈ Ω.

Therefore,

α−2I2 ≤
∫
Ω

F (|x|+ |y − x|)G(|y − x|)dy ≤ α2I2.

We introduce the spherical system of coordinates with the center at the point x and the spherical
radius λ = |y − x|. Then,

y ∈ Ω, y 6= x⇔ y − x = (λ, ω), 0 < λ = |y − x| ≤ |x|/2, ω ∈ Sn−1,

and we obtain the following equality with Cn =
∫

Sn−1

dω = 2πn/2Γ(n/2)−1:

∫
Ω

F (|x|+ |y − x|)G(|y − x|)dy = Cn

|x|/2∫
0

F (|x|+ λ)G(λ)λn−1dλ,

so

α−2C−1
n I2 ≤

|x|/2∫
0

F (|x|+ λ)G(λ)λn−1dλ ≤ α2C−1
n I2. (2.17)
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3. For the further consideration it is convenient to use the following notation: let
A(x), B(x), C(x), D(x), E(x) ≥ 0, x ∈ Ṙn. We write D(x) ∼= E(x) if there exist constants
ci = ci(α, β, n), i = 1, 2, such that 0 < c1 ≤ c2 <∞ and

c1D(x) ≤ E(x) ≤ c2D(x), x ∈ Ṙn. (2.18)

Let us note that if
0 ≤ C(x) ≤ c3A(x), x ∈ Ṙn, (2.19)

with 0 ≤ c3 = c3(α, β, n) <∞, then

A(x) +B(x) ∼= A(x) +B(x) + C(x), x ∈ Ṙn. (2.20)

Indeed, according to (2.19)

A(x) +B(x) ≤ A(x) +B(x) + C(x) ≤ (1 + c3)(A(x) +B(x)), x ∈ Ṙn.

Let here (see estimates (2.16), (2.17))

A(x) := I1
∼=

∞∫
0

F (τ)G(|x|+ τ)τn−1dτ,

B(x) := I2
∼=
|x|/2∫
0

F (|x|+ τ)G(τ)τn−1dτ,

C(x) :=

∞∫
|x|/2

F (|x|+ τ)G(τ)τn−1dτ.

For τ ≥ |x|/2 we have |x| ≤ 2τ , so that

τ ≤ |x|+ τ ≤ 3τ ⇒ |x|+ τ ∈ [τ, 22τ ].

Therefore, for F ∈ Jα(∞), G ∈ Jβ(∞) we have estimates like in (2.2):

F (|x|+ τ) ≤ α2F (τ), G(τ) ≤ β2G(|x|+ τ),

so that

0 ≤ C(x) ≤ α2β2

∞∫
|x|/2

F (τ)G(|x|+ τ)τn−1dτ ≤ α2β2

∞∫
0

F (τ)G(|x|+ τ)τn−1dτ,

that is
0 ≤ C(x) ≤ c3A(x), x ∈ Ṙn. (2.21)

Let us consider

ũ(x) =

∞∫
0

[F (τ)G(|x|+ τ) + F (|x|+ τ)G(τ)] τn−1dτ ∼= A(x) +B(x) + C(x).

Estimates (2.19) -(2.21) show that here

A(x) +B(x) + C(x) ∼= A(x) +B(x).

Therefore,
ũ(x) ∼= A(x) +B(x) = I1 + I2 = u(x).

This completes the proof of estimate (2.9).
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Corollary 2.1. Under the assumptions of Theorem 2.1 the following two–sided estimate holds:

u(x) ∼= F (|x|)
|x|∫

0

G(τ)τn−1dτ +G(|x|)
|x|∫

0

F (τ)τn−1dτ +

∞∫
|x|

F (τ)G(τ)τn−1dτ (2.22)

with positive constants depending only on α, β, n (as in (2.18)).

Proof. Indeed, for functions F ∈ Jα(∞), G ∈ Jβ(∞) we have

F (|x|+ τ) ∼= F (|x|), G(|x|+ τ) ∼= G(|x|), τ ∈ (0, |x|];

F (|x|+ τ) ∼= F (τ), G(|x|+ τ) ∼= G(τ), τ > |x|;

and estimate (2.9) implies (2.22).

Remark 5. Under notation (2.6)- (2.8) let functions F and G be nonnegative and decreasing. Then,

u(x) ≥ 2−1Cnũ(x), x ∈ Ṙn, Cn = 2πn/2Γ(n/2)−1. (2.23)

Proof. For decreasing functions F and G we have:

|y − x| ≤ |x|+ |y| ⇒ F (|y − x|) ≥ F (|x|+ |y|), G(|y − x|) ≥ G(|x|+ |y|).

Then,

u(x) =

∫
Rn

F (|y|)G(|y − x|)dy ≥
∫
Rn

F (|y|)G(|x|+ |y|)dy.

Thus, in the spherical coordinates we have

u(x) ≥ Cn

∞∫
0

F (τ)G(|x|+ τ)τn−1dτ. (2.24)

But u = f ∗ g = g ∗ f , so

u(x) =

∫
Rn

F (|x− y|)G(|y|)dy ≥
∫
Rn

F (|x|+ |y)G(|y|)dy.

In the spherical coordinates we have

u(x) ≥ Cn

∞∫
0

F (|x|+ τ)G(τ)τn−1dτ. (2.25)

We add estimates (2.24), (2.25) and obtain that

2u(x) ≥ Cn

∞∫
0

[F (τ)G(|x|+ τ) + F (|x|+ τ)G(τ)] τn−1dτ = Cnũ(x). (2.26)

This implies estimate (2.23).
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Corollary 2.2. Under the assumptions of Remark 5 the following estimate holds for the symmetrical
rearrangement of convolution

u#(ρ) ≥ 2−1Cn

∞∫
0

[F (τ)G(ρ+ τ) + F (ρ+ τ)G(τ)] τn−1dτ, ρ ∈ (0,∞). (2.27)

Indeed, estimate (2.23) implies the related estimate for symmetrical rearrangements:

u#(ρ) ≥ 2−1Cnũ
#(ρ), ρ ∈ (0,∞).

But, under the assumptions of Remark 5, function ũ (2.8) is nonnegative, radial symmetrical and
decreasing as the function of ρ = |x|. Therefore, its symmetrical rearrangement u# coincides with
the integral in the right–hand side of (2.27).

3 Two–sided estimates for convolutions. The case R <∞

First, we formulate a useful technical result.

Lemma 3.1. 1. Let G ∈ Jβ(∞), ξ ∈ (0,∞). Then,

ξ/2∫
0

G(λ)λn−1dλ ≤
ξ∫

0

G(λ)λn−1dλ ≤ (1 + 2nβ3)

ξ/2∫
0

G(λ)λn−1dλ. (3.1)

2. Let F ∈ Jα(R), ξ ∈ (0, R]. Then,

ξ/2∫
0

F (λ)λn−1dλ ≤
ξ∫

0

F (λ)λn−1dλ ≤ (1 + 2nα3)

ξ/2∫
0

F (λ)λn−1dλ. (3.2)

Proof. We will prove (3.1) (for (3.2) the proof is analogous). For G ∈ Jβ(∞) we have

G(λ) ≥ 0⇒
ξ/2∫
0

G(λ)λn−1dλ ≤
ξ∫

0

G(λ)λn−1dλ. (3.3)

Thus, the left part in estimate (3.1) holds. Let us prove the right part in estimate (3.1). Note that
for G ∈ Jβ(∞), ξ ∈ (0,∞) we have inequalities

β−1G(ξ/2) ≤ G(λ) ≤ βG(ξ/2), λ ∈ [ξ/2, ξ].

Therefore,

β−1G(ξ/2)

ξ∫
ξ/2

λn−1dλ ≤
ξ∫

ξ/2

G(λ)λn−1dλ ≤ βG(ξ/2)

ξ∫
ξ/2

λn−1dλ,

and we obtain by calculation of integrals

β−1n−1(1− 2−n)ξnG(ξ/2) ≤
ξ∫

ξ/2

G(λ)λn−1dλ ≤ βn−1(1− 2−n)ξnG(ξ/2). (3.4)
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Moreover, by application of Remark 3, we have for G ∈ Jβ(∞)

β−2G(ξ/2) ≤ G(λ) ≤ βG(ξ/2), λ ∈ [ξ/4, ξ/2] ,

and, therefore,

ξ/2∫
ξ/4

G(λ)λn−1dλ ≥ β−2

 ξ/2∫
ξ/4

λn−1dλ

G(ξ/2) = β−2n−12−n(1− 2−n)ξnG(ξ/2).

Thus,
ξ/2∫
0

G(λ)λn−1dλ ≥
ξ/2∫
ξ/4

G(λ)λn−1dλ ≥ β−2n−12−n(1− 2−n)ξnG(ξ/2).

Together with the right estimate in (3.4) this shows that

ξ∫
ξ/2

G(λ)λn−1dλ ≤ 2nβ3

ξ/2∫
0

G(λ)λn−1dλ,

and we obtain

ξ∫
0

G(λ)λn−1dλ =

ξ/2∫
0

G(λ)λn−1dλ+

ξ∫
ξ/2

G(λ)λn−1dλ ≤ (1 + 2nβ3)

ξ/2∫
0

G(λ)λn−1dλ.

Thus, we arrive at the right estimate in (3.1).

Corollary 3.1. Let 0 < ρ < 1, m ∈ N be such that 2−m ≤ ρ ≤ 2−m+1. Then, the following estimates
hold.

1. For 1 < β <∞, G ∈ Jβ(∞), ξ ∈ (0,∞) we have

ρξ∫
0

G(λ)λn−1dλ ≤
ξ∫

0

G(λ)λn−1dλ ≤
(
1 + 2nβ3

)m ρξ∫
0

G(λ)λn−1dλ. (3.5)

2. For 1 < α <∞, 0 < R <∞, F ∈ Jα(R), ξ ∈ (0, R] we have

ρξ∫
0

F (λ)λn−1dλ ≤
ξ∫

0

F (λ)λn−1dλ ≤
(
1 + 2nα3

)m ρξ∫
0

F (λ)λn−1dλ. (3.6)

Proof. We will prove (3.5) (for (3.6) the proof is analogous). The left estimate in (3.5) is evident.
By induction we can easily prove that for m ∈ N the following estimate holds

ξ∫
0

G(λ)λn−1dλ ≤
(
1 + 2nβ3

)m 2−mξ∫
0

G(λ)λn−1dλ. (3.7)
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Indeed, for m = 1 it coincides with (3.1). Assumption of induction is that it holds for all numbers
from 1 to m. Then, for the number m + 1 we have by application of (3.1) with 2−mξ instead of
ξ ∈ (0,∞):

2−mξ∫
0

G(λ)λn−1dλ ≤
(
1 + 2nβ3

) 2−(m+1)ξ∫
0

G(λ)λn−1dλ.

Therefore, application of (3.7) shows that

ξ∫
0

G(λ)λn−1dλ ≤
(
1 + 2nβ3

)m+1

2−(m+1)ξ∫
0

G(λ)λn−1dλ.

Thus, (3.7) holds for any m ∈ N. Therefore, for 2−m ≤ ρ ≤ 2−m+1 we have

ξ∫
0

G(λ)λn−1dλ ≤
(
1 + 2nβ3

)m 2−mξ∫
0

G(λ)λn−1dλ ≤
(
1 + 2nβ3

)m ρξ∫
0

G(λ)λn−1dλ.

This is the right estimate in (3.5).

Theorem 3.1. Let
α, β ∈ (1,∞), R ∈ (0,∞), F ∈ Jα(R), G ∈ Jβ(∞); (3.8)

f(x) = F (|x|), g(x) = G(|x|), x ∈ Ṙn; (3.9)

u(x) = (f ∗ g)(x) =

∫
Rn

f(x− y)g(y)dy =

∫
Rn

f(y)g(x− y)dy, x ∈ Ṙn. (3.10)

For x ∈ Ṙn we define ũ(x) by the following formulas:

1. If |x| < 2R/3, then

ũ(x) =

R−|x|∫
0

F (|x|+ λ)G(λ)λn−1dλ+

R∫
0

F (λ)G(|x|+ λ)λn−1dλ. (3.11)

2. If 2R/3 ≤ |x| ≤ 4R/3, then

ũ(x) = F (R)

R∫
0

G(λ)λn−1dλ+G(R)

R∫
0

F (λ)λn−1dλ. (3.12)

3. If 4R/3 < |x| <∞, then

ũ(x) = G(|x|)
R∫

0

F (λ)λn−1dλ. (3.13)

Then, there exist constants ci = ci(α, β, n), i = 1, 2, 0 < c1 ≤ c2 <∞, such that

c1u(x) ≤ ũ(x) ≤ c2u(x), x ∈ Ṙn. (3.14)
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Proof. 1. We consider the case |x| < 2R/3. In this case the proof is similar to the proof of
Theorem 2.1. Let Ω = B(x, |x|/2) be the ball with the center x ∈ Ṙn and the radius r = |x|/2.
Note that for 0 < |x| < 2R/3 we have Ω ⊂ BR = B(0, R). Let ḂR = B(0, R) \ {0}.

We will take into account that F (|y|) = 0 for |y| > R and obtain

u(x) =

∫
BR

F (|y|)G(|x− y|)dy = u1 + u2, x ∈ Ṙn, (3.15)

where
u1 =

∫
ḂR\Ω

F (|y|)G(|x− y|)dy, u2 =

∫
Ω

F (|y|)G(|x− y|)dy. (3.16)

For y ∈ ḂR \ Ω we have |x| ≤ 2|x− y|, so

|y| = |y − x+ x| ≤ |y − x|+ |x| ≤ 3|y − x|.

Then,
|x− y| ≤ |x|+ |y| ≤ 5|x− y|, y ∈ ḂR \ Ω,

that is
|x− y|/ (|x|+ |y|) ∈

[
5−1, 1

]
⊂
[
2−3, 1

]
,

and for G ∈ Jβ(∞), y ∈ ḂR \ Ω we obtain from (2.2) (with m = 3, ξ = 2−3) that

|x− y|/ (|x|+ |y|) ∈
[
ξ, 23ξ

]
⇒ β−3 ≤ G(|x− y|)/G(|x|+ |y|) ≤ β3. (3.17)

It follows from (3.17) that

β−3u1 ≤
∫

ḂR\Ω

F (|y|)G(|x|+ |y|)dy ≤ β3u1. (3.18)

The left–hand–side inequality in (3.18) shows that

u1 ≤ β3

∫
BR

F (|y|)G(|x|+ |y|)dy.

For x ∈ Ṙn we introduce the spherical system of coordinates with the center at the point 0 and
the polar axis L0 such that x ∈ L0. In the spherical coordinates for y ∈ ḂR we have

y = (τ, ω) , 0 < τ = |y| ≤ R, ω ∈ Sn−1.

Analogously to (2.10), we obtain that

u1 ≤ β3Cn

R∫
0

F (τ)G(|x|+ τ)τn−1dτ. (3.19)

Here Cn = 2πn/2Γ(n/2)−1. As in Theorem 2.1, we introduce the minimal cone KΩ with the
cone apex at the origin, such that Ω ⊂ KΩ, and define

ΣΩ =
{
ω ∈ Sn−1 : ω /∈ KΩ

}
, σn =

∫
ΣΩ

dω; ∆Ω =
{
ω ∈ Sn−1 : ω ∈ KΩ

}
, δn =

∫
∆Ω

dω.
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We have y = |y|ω ∈ BR \KΩ for ω ∈ ΣΩ and for any 0 < |y| ≤ R. Note that our construction
is such that the cone KΩ and σn, δn do not depend on x ∈ L0 with 0 < |x| < 2R/3,they depend
only on the dimension n. Moreover, ΣΩ ∩ ∆Ω = {∅}, ΣΩ ∪ ∆Ω = Sn−1. Then, 0 < σn, δn;
σn + δn =

∫
Sn−1

dω = Cn, so that, in particular, 0 < δn < Cn. The right–hand–side estimate in

(3.18) shows that

u1 ≥ β−3

∫
BR\KΩ

F (|y|)G(|x|+ |y|)dy.

As in (2.10) we obtain in the spherical coordinates that∫
BR\KΩ

F (|y|)G(|x|+ |y|)dy = σn

R∫
0

F (τ)G(|x|+ τ)τn−1dτ.

As a result,

u1 ≥ β−3σn

R∫
0

F (τ)G(|x|+ τ)τn−1dτ. (3.20)

Estimates (3.19) and (3.20) give the two–sided inequality:

β−3C−1
n u1 ≤

R∫
0

F (τ)G(|x|+ τ)τn−1dτ ≤ β3σ−1
n u1. (3.21)

We move on to the estimates for u2 =
∫
Ω

F (|y|)G(|x− y|)dy. Note that

y ∈ Ω⇒

{
|y| ≤ |x|+ |x− y| ≤ 3

2
|x| ≤ R;

3|y| ≥ 3
2
|x| = |x|+ 1

2
|x| ≥ |x|+ |x− y|.

Therefore, for y ∈ Ω we have

|y| ≤ |x|+ |x− y| ≤ min
{

22|y|, R
}
.

For F ∈ Jα(R) it follows from here and from (2.3) with m = 2 that

α−2F (|x|+ |x− y|) ≤ F (|y|) ≤ α2F (|x|+ |x− y|), y ∈ Ω.

Therefore,

α−2u2 ≤
∫
Ω

F (|x|+ |x− y|)G(|x− y|)dy ≤ α2u2.

In Ω we introduce the spherical system of coordinates with the center at the point x and the
spherical radius λ = |y − x|. Then,

y ∈ Ω, y 6= x⇔ y − x = (λ, ω), λ = |y − x| = |x− y| ∈ (0, |x|/2], ω ∈ Sn−1,

and we obtain the equality

∫
Ω

F (|x|+ |x− y|)G(|x− y|)dy = Cn

|x|/2∫
0

F (|x|+ λ)G(λ)λn−1dλ,
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with Cn =

( ∫
Sn−1

dω

)
= 2πn/2Γ(n/2)−1. These estimates show that

α−2C−1
n u2 ≤

|x|/2∫
0

F (|x|+ λ)G(λ)λn−1dλ ≤ α−2C−1
n u2. (3.22)

For the further consideration, let us recall the notation and properties (2.19)–(2.21). We
consider here (see estimates (2.18)– (2.21))

A(x) := u1
∼=

R∫
0

F (λ)G(|x|+ λ)λn−1dλ, (3.23)

B(x) := u2
∼=
|x|/2∫
0

F (|x|+ λ)G(λ)λn−1dλ, (3.24)

C(x) :=

R−|x|∫
|x|/2

F (|x|+ λ)G(λ)λn−1dλ. (3.25)

For |x|/2 ≤ λ ≤ R− |x| we have |x| ≤ 2λ, so that

λ ≤ |x|+ λ ≤ min {3λ,R} ≤ min
{

22λ,R
}
.

Now, for F ∈ Jα(R), α ∈ (1,∞) we can apply estimate (2.3) with ξ = λ, m = 2. Then

F (|x|+ λ) ≤ α2F (λ).

For G ∈ Jβ(∞), β ∈ (1,∞) we will apply analogue of Remark 3 with ξ = λ, m = 2 and β
instead of α, and obtain:

G(λ) ≤ β4G(|x|+ λ).

Therefore,

0 ≤ C(x) ≤ α2β4
R−|x|∫
|x|/2

F (λ)G(|x|+ λ)λn−1dλ

≤ α2β4
R∫
0

F (λ)G(|x|+ λ)λn−1dλ ≤ c3A(x). (3.26)

Let us consider ũ(x) defined in (3.11) We see from (3.23) -(3.25) that

ũ(x) ∼= A(x) +B(x) + C(x).

Estimates (3.20) –(3.21), (3.26) show that here

A(x) +B(x) + C(x) ∼= A(x) +B(x).

Therefore,
ũ(x) ∼= A(x) +B(x) = u1 + u2 = u(x).

This completes the proof of estimate (3.14) in the case |x| < 2R/3.
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2. Now we consider the case 2R/3 ≤ |x| ≤ 4R/3. Introduce the ball Ω0 = B(x/2, |x|/4) with the
center x/2 and the radius r = |x|/4. Note that Ω0 ⊂ BR = B(0, R). As in (3.15), (3.16) we
have

u(x) =

∫
BR

F (|y|)G(|x− y|)dy = u1,0(x) + u2,0(x), x ∈ Ṙn, (3.27)

where
u1,0(x) =

∫
BR\Ω0

F (|y|)G(|x− y|)dy, u2,0(x) =

∫
Ω0

F (|y|)G(|x− y|)dy.

For y ∈ BR \ Ω0 we have |x| < 4|x− y|, |y| ≤ |x|+ |x− y| < 5|x− y|; so

|x− y| ≤ |x|+ |y| ≤ 4|x− y|+ 5|x− y| = 9|x− y|.

For G ∈ Jβ(∞) this implies that

G(|x− y|) ∼= G(|x|+ |y|), y ∈ BR \ Ω0,

and, therefore,

u1,0(x) ∼=
∫

BR\Ω0

F (|y|)G(|x|+ |y|)dy.

As in (3.16) - (3.21) we obtain from here that

u1,0
∼=

R∫
0

F (τ)G(|x|+ τ)τn−1dτ. (3.28)

But, for 2R/3 ≤ |x| ≤ 4R/3, 0 < τ ≤ R we have 2R/3 ≤ |x| + τ ≤ 7R/3 < 22(2R/3), and for
G ∈ Jβ(∞) according to the analogue of Remark 3 with ξ = 2R/3, m = 2 and β instead of α
we obtain G(|x|+ τ) ∼= G(R). Therefore,

u1,0(x) ∼= G(R)

R∫
0

F (τ)τn−1dτ. (3.29)

For y ∈ Ω0 we have |x/2−y| ≤ r = |x|/4, so that |y| ≤ |x|/2+r = 3|x|/4 ≤ R, |y| ≥ |x|/2−r =
|x|/4. Thus, we have

|x|/4 ≤ |y| ≤ 3|x|/4; 2R/3 ≤ |x| ≤ 4R/3.

For F ∈ Jα(R) it implies that

F (|y|) ∼= F (|x|/4) ∼= F (R), y ∈ Ω0.

Therefore,

u2,0(x) ∼= F (R)

∫
Ω0

G(|x− y|)dy.

In Ω0 we introduce the spherical system of coordinates with the center at the point x/2 and
the spherical radius λ = |x− y|. Then,

u2,0(x) ∼= F (R)

|x|/4∫
0

G(λ)λn−1dλ. (3.30)
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For 2R/3 ≤ |x| ≤ 4R/3 we apply several times estimate (3.5) with related choose of ξ ∈ R+,
and obtain that

|x|/4∫
0

G(λ)λn−1dλ ∼=
R∫

0

G(λ)λn−1dλ. (3.31)

The constants in estimate (3.31) depend only on β, n (estimates of such type were proved in
Lemma 3.1). Together with (3.27) and (3.29) this gives desired estimates (3.12), (3.14).

Remark 6. Under the assumptions of Theorem 3.1 let 2R/3 ≤ |x| ≤ R. Then, we have the
equivalence

ũ(x) ∼= F (|x|)
|x|∫

0

G(λ)λn−1dλ+G(|x|)
|x|∫

0

F (λ)λn−1dλ. (3.32)

To show this let us note that for 2R/3 ≤ |x| ≤ R and for functions F ∈ Jα(R), G ∈ Jβ(∞)
we have F (R) ∼= F (|x|), G(R) ∼= G(|x|). Moreover, an application of Corollary of Lemma 3.1
gives

|x|∫
0

G(λ)λn−1dλ ∼=
R∫

0

G(λ)λn−1dλ,

|x|∫
0

F (λ)λn−1dλ ∼=
R∫

0

F (λ)λn−1dλ.

This means that estimates (3.12), (3.14) imply estimate (3.32).

3. Consider the case |x| > 4R/3. We have the equality

u(x) =

∫
BR

F (|y|)G(|x− y|)dy.

Note that |y| ≤ R, |x| > 4R/3 ⇒ |x|/4 ≤ |x − y| ≤ 7|x|/4, and for G ∈ Jβ(∞) we obtain
G(|x− y|) ∼= G(|x|), y ∈ BR. Therefore,

u(x) ∼= G(|x|)
∫
BR

F (|y|)dy = CnG(|x|)
R∫

0

F (τ)τn−1dτ.

4 Two–sided estimates for decreasing rearrangements of convolutions

4.1 Estimates for decreasing and symmetrical rearrangements

Here we consider estimates for decreasing and symmetrical rearrangements of convolutions. The
books by S.G. Krein, Yu.I. Petunin and E.M. Semenov [12], C. Bennett and R. Sharpley [3] contain
the main definitions and basic facts related to this topic. We recall some formulas.

Let h : Rn → R be a Lebesgue measurable function such that its distribution function

λh(y) = µn

{
x ∈ Ṙn : |h(x)| > y

}
, y ∈ [0,∞),

is not identically equal to infinity. Then, 0 ≤ λh(y) ↓ on [0,∞). The decreasing rearrangement of
the function h is defined by the formula

h∗(τ) = inf {y ∈ [0,∞) : λh(y) ≤ τ} , τ ∈ (0,∞). (4.1)
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Note that 0 ≤ h∗ ↓ on (0,∞). The symmetrical rearrangement h# is a radially symmetrical
function related to the decreasing rearrangement by the formulas

h#(ρ) = h∗(Vnρ
n), h∗(τ) = h#((τ/Vn)1/n); ρ, τ ∈ (0,∞). (4.2)

Here Vn is the volume of the unit ball in Rn.
Moreover,

h(x) = H(|x|), 0 ≤ H ↓ on (0,∞)⇒ h#(ρ) = H(ρ), ρ ∈ (0,∞). (4.3)

Theorem 4.1. Under the assumptions of Theorem 2.1 let additionally F,G be decreasing. Then,
there exist constants ci = ci(α, β, n), i = 1, 2, such that 0 < c1 ≤ c2 < ∞ and for the symmetrical
rearrangement of convolution (2.7) the following estimates hold

c1u
#(ρ) ≤

∞∫
0

[F (ρ+ τ)G(τ) + F (τ)G(ρ+ τ)] τn−1dτ ≤ c2u
#(ρ), ρ ∈ (0,∞). (4.4)

Moreover,

u#(ρ) ∼= F (ρ)

ρ∫
0

G(τ)τn−1dτ +G(ρ)

ρ∫
0

F (τ)τn−1dτ +

∞∫
ρ

F (τ)G(τ)τn−1dτ (4.5)

with understanding ∼= as in (2.18).

Proof. From (2.9) it follows that

c1u
#(ρ) ≤ ũ#(ρ) ≤ c2u

#(ρ), ρ ∈ (0,∞).

Note that the function ũ defined by (2.8) is radially symmetrical and decreases as a function of
ρ = |x|. Thus, according to (4.3) it coincides with its symmetrical rearrangement, and we can apply
definition (2.8) with ρ = |x|. By Theorem 2.1 this proves estimate (4.4).

Let us deduce (4.5) from (4.4). We have

∞∫
0

F (ρ+ τ)G(τ)τn−1dτ =

ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ +

∞∫
ρ

F (ρ+ τ)G(τ)τn−1dτ.

For τ ∈ [0, ρ] we have ρ+ τ ∈ [ρ, 2ρ], so that for the function F ∈ Jα(∞) there is the estimate:

α−1F (ρ+ τ) ≤ F (ρ) ≤ αF (ρ+ τ).

Therefore,

α−1

ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ ≤ F (ρ)

ρ∫
0

G(τ)τn−1dτ ≤ α

ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ.

For τ > ρ we have ρ+ τ ∈ [τ, 2τ ], so that for the function F ∈ Jα(∞) there is the estimate:

α−1F (ρ+ τ) ≤ F (τ) ≤ αF (ρ+ τ).
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Therefore,

α−1

∞∫
ρ

F (ρ+ τ)G(τ)τn−1dτ ≤
∞∫
ρ

F (τ)G(τ)τn−1dτ ≤ α

∞∫
ρ

F (ρ+ τ)G(τ)τn−1dτ.

So, we have the two–sided estimate

∞∫
0

F (ρ+ τ)G(τ)τn−1dτ ∼= F (ρ)

ρ∫
0

G(τ)τn−1dτ +

∞∫
ρ

F (τ)G(τ)τn−1dτ.

Analogously, for G ∈ Jβ(∞), we obtain

∞∫
0

F (τ)G(ρ+ τ)τn−1dτ ∼= G(ρ)

ρ∫
0

F (τ)τn−1dτ +

∞∫
ρ

F (τ)G(τ)τn−1dτ.

As a result,
∞∫
0

[F (ρ+ τ)G(τ) + F (τ)G(ρ+ τ)] τn−1dτ

∼= F (ρ)
ρ∫
0

G(τ)τn−1dτ +G(ρ)
ρ∫
0

F (τ)τn−1dτ +
∞∫
ρ

F (τ)G(τ)τn−1dτ.

We put this estimate into (4.4) and obtain (4.5).

Remark 7. Note that the right–hand–side inequality in (4.4) follows immediately from Remark 5
and Corollary 2.2 (see estimate (2.27)) without restrictions F ∈ Jα, G ∈ Jβ.

Corollary 4.1. Under the assumptions of Theorem 4.1 we define

ϕ(λ) = F
(
(λ/Vn)1/n

)
, ψ(λ) = G

(
(λ/Vn)1/n

)
, λ ∈ (0,∞). (4.6)

Then, the following estimate holds for the decreasing rearrangement of the convolution u:

u∗(t) ∼= ϕ(t)

t∫
0

ψ(λ)dλ+ ψ(t)

t∫
0

ϕ(λ)dλ+

∞∫
t

ϕ(λ)ψ(λ)dλ, t ∈ (0,∞), (4.7)

with understanding ∼= as in (2.18).

Proof. We introduce the new variable λ = Vnτ
n for integrals in (4.5). Then,

τ = (λ/Vn)1/n, τn−1dτ = dλ/(nVn),

and we obtain from (4.5)–(4.6)

u#(ρ) ∼= F (ρ)

Vnρn∫
0

ψ(λ)dλ+G(ρ)

Vnρn∫
0

ϕ(λ)dλ+

∞∫
Vnρn

ϕ(λ)ψ(λ)dλ.

We put here ρ = (t/Vn)1/n and take into account notation (4.6) and the equality: u#
(
(t/Vn)1/n

)
=

u∗(t) (see (4.2)). Thus, we come to (4.7).
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Corollary 4.2. Under the assumptions of Theorem 4.1 the following estimate holds for the decreasing
rearrangement of the convolution:

u∗(t) ∼= f ∗(t)

t∫
0

g∗(λ)dλ+ g∗(t)

t∫
0

f ∗(λ)dλ+

∞∫
t

f ∗(λ)g∗(λ)dλ, t ∈ (0,∞), (4.8)

with understanding ∼= as in (2.18).

Proof. Indeed, formula (4.8) follows from (4.7) and from the equalities

f(x) = F (|x|), 0 ≤ F ↓⇒ f#(ρ) = F (ρ)⇒ f ∗(t) = F
(
(t/Vn)1/n

)
= ϕ(t),

g(x) = G(|x|), 0 ≤ G ↓⇒ g#(ρ) = G(ρ)⇒ g∗(t) = G
(
(t/Vn)1/n

)
= ψ(t).

Remark 8. Note that under the assumptions of Theorem 4.1

2−nt1 ≤ t2 ≤ t1 ⇒ f ∗(t1) ≤ f ∗(t2) ≤ α2f ∗(t1). (4.9)

Indeed,
1

2

(
t1
Vn

)1/n

≤
(
t2
Vn

)1/n

≤
(
t1
Vn

)1/n

,

and for F ∈ Jα(∞) we have by application of Remark 3

α−2F

((
t1
Vn

)1/n
)
≤ F

((
t2
Vn

)1/n
)
≤ α2F

((
t1
Vn

)1/n
)
.

Moreover, the function F decreases and for t2 ≤ t1 in the left–hand–side of this estimate we can

replace α−2 < 1 by 1. Therefore, for the function f ∗(t) = F

((
t
Vn

)1/n
)

we obtain (4.9).

Analogously,
2−nt1 ≤ t2 ≤ t1 ⇒ g∗(t1) ≤ g∗(t2) ≤ β2g∗(t1). (4.10)

Corollary 4.3. Under the assumptions of Theorem 4.1 for ξ ∈ (0,∞) the following estimates hold
for the decreasing rearrangement of a function f (see (2.7)):

ξ ≤ η ≤ 2ξ ⇒ f ∗(2ξ) ≤ f ∗(η) ≤ α2f ∗(2ξ); (4.11)

ξ ≤ η ≤ 2ξ ⇒ g∗(2ξ) ≤ g∗(η) ≤ β2g∗(2ξ); (4.12)

Proof. Indeed, we put t1 = 2ξ in (4.9) and obtain

ξ ≤ η ≤ 2ξ ⇔ 2−1t1 ≤ η ≤ t1 ⇒ 2−nt1 ≤ η ≤ t1 ⇒ f ∗(2ξ) ≤ f ∗(η) ≤ α2f ∗(2ξ).

Analogously, we obtain (4.12) from (4.10).

Corollary 4.4. Under the assumptions of Theorem 4.1 the following estimate holds for the decreasing
rearrangement of the convolution u:

u∗(t) ∼=
∞∫

0

[f ∗(t+ λ)g∗(λ) + f ∗(λ)g∗(t+ λ)] dλ, t ∈ (0,∞), (4.13)

with understanding ∼= as in (2.18).
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Proof. We must show that estimate (4.13) is equivalent to (4.8). We have the equality

I :=

∞∫
0

[f ∗(t+ λ)g∗(λ) + f ∗(λ)g∗(t+ λ)] dλ =

t∫
0

[. . .] dλ+

∞∫
t

[. . .] dλ.

Note that, according to (4.11), (4.12), the following estimates hold:

0 < λ ≤ t⇒ t < t+ λ ≤ 2t⇒ f ∗(t+ λ) ∼= f ∗(t); g∗(t+ λ) ∼= g∗(t);

λ > t⇒ λ < t+ λ ≤ 2λ⇒ f ∗(t+ λ) ∼= f ∗(λ); g∗(t+ λ) ∼= g∗(λ).

Therefore,

t∫
0

[f ∗(t+ λ)g∗(λ) + f ∗(λ)g∗(t+ λ)] dλ ∼= f ∗(t)

t∫
0

g∗(λ)dλ+ g∗(t)

t∫
0

f ∗(λ)dλ;

∞∫
t

[f ∗(t+ λ)g∗(λ) + f ∗(λ)g∗(t+ λ)] dλ ∼=
∞∫
t

f ∗(λ)g∗(λ)dλ.

This shows that

I ∼= f ∗(t)

t∫
0

g∗(λ)dλ+ g∗(t)

t∫
0

f ∗(λ)dλ+

∞∫
t

f ∗(λ)g∗(λ)dλ.

Now, we apply (4.8) and obtain (4.13).

4.2 Estimates for integral mean values of rearrangements

We move on to estimating the integral mean value for the decreasing rearrangement of the convolu-
tion. Let

0< ν(τ), τ ∈ (0,∞); 0<V (t) :=

t∫
0

ν(τ)dτ <∞, t ∈ (0,∞);

u∗∗ν (t) =
1

V (t)

t∫
0

u∗(τ)ν(τ)dτ, t ∈ (0,∞). (4.14)

Such variant of the mean value for the decreasing rearrangement was introduced in [1].

Theorem 4.2. Under the assumptions of Theorem 4.1 the following estimate holds

u∗∗ν (t) ∼= I1(t) + I2(t) + I3(t), t ∈ (0,∞); (4.15)

I1(t) = V (t)−1

t∫
0

f ∗(τ)

τ∫
0

g∗(λ)dλ+ g∗(τ)

τ∫
0

f ∗(λ)dλ

 ν(τ)dτ ; (4.16)

I2(t) = V (t)−1

t∫
0

f ∗(λ)g∗(λ)V (λ)dλ; I3(t) =

∞∫
t

f ∗(λ)g∗(λ)dλ. (4.17)
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Proof. By (4.13) we have

u∗∗ν (t) ∼= Î1(t) + Î2(t) + Î3(t), t ∈ (0,∞); (4.18)

Î1(t) = V (t)−1

t∫
0

 τ∫
0

[f ∗(τ + λ)g∗(λ) + f ∗(λ)g∗(τ + λ)] dλ

 ν(τ)dτ ;

Î2(t) = V (t)−1

t∫
0

 t∫
τ

[f ∗(τ + λ)g∗(λ) + f ∗(λ)g∗(τ + λ)] dλ

 ν(τ)dτ ;

Î3(t) = V (t)−1

t∫
0

 ∞∫
t

[f ∗(τ + λ)g∗(λ) + f ∗(λ)g∗(τ + λ)] dλ

 ν(τ)dτ.

Let us recall inequalities (4.11), (4.12). Thus, we have estimates

0 < λ ≤ τ ⇒ τ < τ + λ ≤ 2τ ⇒ f ∗(τ + λ) ∼= f ∗(τ); g∗(τ + λ) ∼= g∗(τ);

λ > τ ⇒ λ < τ + λ ≤ 2λ⇒ f ∗(τ + λ) ∼= f ∗(λ); g∗(τ + λ) ∼= g∗(λ).

Therefore, for t ∈ (0,∞)

Î1(t) ∼= V (t)−1

t∫
0

f ∗(τ)

τ∫
0

g∗(λ)dλ+ g∗(τ)

τ∫
0

f ∗(λ)dλ

 ν(τ)dτ = I1(t);

Î2(t) ∼= V (t)−1

t∫
0

 t∫
τ

f ∗(λ)g∗(λ)dλ

 ν(τ)dτ = V (t)−1

t∫
0

f ∗(λ)g∗(λ)

λ∫
0

ν(τ)dτdλ = I2(t);

Î3(t) ∼= V (t)−1

t∫
0

 ∞∫
t

f ∗(λ)g∗(λ)dλ

 ν(τ)dτ = V (t)−1

∞∫
t

f ∗(λ)g∗(λ)dλ

t∫
0

ν(τ)dτ = I3(t).

Thus, (4.18) implies (4.15) - (4.17).

In some special cases we can simplify the general answer.

Remark 9. Under the assumptions of Theorem 4.1 we assume additionally that there exists a
constant c0 ∈ (0,∞), such that

ν(τ)τ ≥ c0V (τ), τ ∈ (0,∞). (4.19)

Then,
u∗∗ν (t) ∼= I1(t) + I3(t), t ∈ (0,∞). (4.20)

Moreover, here

I1(t) ≥ 2c0V (t)−1

t∫
0

f ∗(τ)g∗(τ)V (τ)dτ. (4.21)
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Proof. We put estimate (4.19) into (4.16) and obtain

I1(t) ≥ 2c0V (t)−1

t∫
0

f ∗(τ)
1

τ

τ∫
0

g∗(λ)dλ+ g∗(τ)
1

τ

τ∫
0

f ∗(λ)dλ

V (τ)dτ.

Functions f ∗, g∗ decrease, so that we have inequalities

1

τ

τ∫
0

g∗(λ)dλ ≥ g∗(τ),
1

τ

τ∫
0

f ∗(λ)dλ ≥ f ∗(τ).

Therefore,

I1(t) ≥ 2c0V (t)−1

t∫
0

[f ∗(τ)g∗(τ)]V (τ)dτ = 2c0I2(t).

This means that in the right–hand side of (4.15) the second term is covered by the first one, and we
come to estimates (4.20), (4.21).

Note that inequality (4.19) holds with the constant c0 = 1 in the case of the increasing weight
ν.

Remark 10. The non-weighted case, where ν(τ) ≡ 1, is of special interest. Thus,

ν(τ) ≡ 1⇒ V (τ) = τ ⇒ u∗∗ν (t) = u∗∗(t) :=
1

t

t∫
0

u∗(τ)dτ, t ∈ (0,∞). (4.22)

In this case we have the estimate

u∗∗(t) ∼= t−1

t∫
0

f ∗(λ)dλ

t∫
0

g∗(λ)dλ+

∞∫
t

f ∗(λ)g∗(λ)dλ. (4.23)

Indeed, in the non–weighted case we have

I1(t) = t−1

t∫
0

f ∗(τ)

τ∫
0

g∗(λ)dλ+ g∗(τ)

τ∫
0

f ∗(λ)dλ

 dτ
= t−1

t∫
0

d

dτ

 τ∫
0

f ∗(λ)dλ

τ∫
0

g∗(λ)dλ

 dτ = t−1

t∫
0

f ∗(λ)dλ

t∫
0

g∗(λ)dλ. (4.24)

We put this equality into (4.20), take into account equality (4.17) for I3(t) and obtain (4.23).

5 One useful lemma

The following lemma may be useful in many considerations related to the subject of this paper. The
proof of this lemma is related to the proofs of Theorems in Sections 2–4.
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Lemma 5.1. Let functions F,G ≥ 0 be measurable on (0,∞), let

G ∈ Jβ(∞), (5.1)

R ∈ (0,∞], F ∈ Jα(R), (5.2)

Denote

D∞(ρ) =

∞∫
0

[F (ρ+ τ)G(τ) + F (τ)G(ρ+ τ)] τn−1dτ, ρ ∈ (0,∞); (5.3)

DR(ρ) =

R−ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ +

R∫
0

F (τ)G(ρ+ τ)τn−1dτ, R <∞, ρ ∈ (0, R]; (5.4)

DR(ρ) =

R∫
0

F (τ)G(ρ+ τ)τn−1dτ, R <∞, ρ > R. (5.5)

1. Then, for R =∞ we have the estimate:

D∞(ρ)∼=F (ρ)

ρ∫
0

G(τ)τn−1dτ+G(ρ)

ρ∫
0

F (τ)τn−1dτ+

∞∫
ρ

F (τ)G(τ)τn−1dτ, ρ∈(0,∞). (5.6)

2. For R <∞ we have the estimates:

(a) if ρ ∈ (0, R/2], then

DR(ρ)∼=F (ρ)

ρ∫
0

G(τ)τn−1dτ+G(ρ)

ρ∫
0

F (τ)τn−1dτ+

R∫
ρ

F (τ)G(τ)τn−1dτ ; (5.7)

(b) if ρ ∈ (R/2, R], then

DR(ρ) ∼= F (ρ)

R−ρ∫
0

G(τ)τn−1dτ +G(ρ)

R∫
0

F (τ)τn−1dτ ; (5.8)

(c) if ρ > R, then

DR(ρ) ∼= G(ρ)

R∫
0

F (τ)τn−1dτ. (5.9)

In these formulas A ∼= B means that for each formula there exist constants 0 < d1 ≤ d2 < ∞,
depending only on α, β, such that d1 ≤ A/B ≤ d2.

Proof. 1. For R =∞ we have
D∞(ρ) = A1(ρ) + A2(ρ); (5.10)

A1(ρ) =

ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ +

∞∫
ρ

F (ρ+ τ)G(τ)τn−1dτ,
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A2(ρ) =

ρ∫
0

F (τ)G(ρ+ τ)τn−1dτ +

∞∫
ρ

F (τ)G(ρ+ τ)τn−1dτ.

For 0 ≤ τ ≤ ρ we have ρ+ τ ∈ [ρ, 2ρ]⇒ α−1F (ρ) ≤ F (ρ+ τ) ≤ αF (ρ).

For ρ ≤ τ we have ρ+ τ ∈ [τ, 2τ ]⇒ α−1F (τ) ≤ F (ρ+ τ) ≤ αF (τ), (see (5.2)). Therefore,

A1(ρ) ∼= F (ρ)

ρ∫
0

G(τ)τn−1dτ +

∞∫
ρ

F (τ)G(τ)τn−1dτ.

Analogously, for 0 ≤ τ ≤ ρ we have β−1G(ρ) ≤ G(ρ + τ) ≤ βG(ρ); for ρ ≤ τ we have
β−1G(τ) ≤ G(ρ+ τ) ≤ βG(τ), (see (5.1)). Thus,

A2(ρ) ∼= G(ρ)

ρ∫
0

F (τ)τn−1dτ +

∞∫
ρ

F (τ)G(τ)τn−1dτ.

As a result, we come to estimate (5.6).

2. Let R <∞, ρ ∈ (0, R/2]. Then, ρ ≤ R− ρ and

DR(ρ) = B1(ρ) +B2(ρ);

B1(ρ) =

ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ +

R−ρ∫
ρ

F (ρ+ τ)G(τ)τn−1dτ,

B2(ρ) =

ρ∫
0

F (τ)G(ρ+ τ)τn−1dτ +

R∫
ρ

F (τ)G(ρ+ τ)τn−1dτ.

As in Step 1 we have

F (ρ+ τ) ∼= F (ρ), G(ρ+ τ) ∼= G(ρ), 0 ≤ τ ≤ ρ;

F (ρ+ τ) ∼= F (τ) for ρ < τ ≤ R− ρ, G(ρ+ τ) ∼= G(τ) for τ > ρ,

so that

B1(ρ) ∼= F (ρ)

ρ∫
0

G(τ)τn−1dτ +

R−ρ∫
ρ

F (τ)G(τ)τn−1dτ ; (5.11)

B2(ρ) ∼= G(ρ)

ρ∫
0

F (τ)τn−1dτ +

R∫
ρ

F (τ)G(τ)τn−1dτ. (5.12)

We take into account that the second term in (5.11) is majored by the second term in (5.12)
and obtain

DR(ρ)=B1(ρ) +B2(ρ)∼=F (ρ)

ρ∫
0

G(τ)τn−1dτ +G(ρ)

ρ∫
0

F (τ)τn−1dτ +

R∫
ρ

F (τ)G(τ)τn−1dτ.

It gives estimate (5.7).
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3. Now, let R ∈ (0,∞), ρ ∈ (R/2, R]. Then, R− ρ < R/2 < ρ, and

DR(ρ) = E1(ρ) + E2(ρ),

E1(ρ) =

R−ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ, E2(ρ) =

R∫
0

F (τ)G(ρ+ τ)τn−1dτ.

For 0 ≤ τ ≤ R− ρ we have ρ < ρ+ τ ≤ R < 2ρ, so that

F (ρ+ τ) ∼= F (ρ)⇒
R−ρ∫
0

F (ρ+ τ)G(τ)τn−1dτ ∼= F (ρ)

R−ρ∫
0

G(τ)τn−1dτ.

For 0 < τ ≤ R we have ρ < ρ+ τ ≤ ρ+R ≤ ρ+ 2ρ = 3ρ, so that

G(ρ+ τ) ∼= G(ρ)⇒
R∫

0

F (τ)G(ρ+ τ)τn−1dτ ∼= G(ρ)

R∫
0

F (τ)τn−1dτ.

As a result,

DR(ρ) = E1(ρ) + E2(ρ) ∼= F (ρ)

R−ρ∫
0

G(τ)τn−1dτ +G(ρ)

R∫
0

F (τ)τn−1dτ.

4. It remains to consider the case R ∈ (0,∞), ρ > R. Then, G(ρ + τ) ∼= G(ρ) for 0 < τ ≤ R, so
that (see (5.5))

DR(ρ) =

R∫
0

F (τ)G(ρ+ τ)τn−1dτ ∼= G(ρ)

R∫
0

F (τ)τn−1dτ.

This estimate coincides with (5.9).
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1 Introduction. Notation. Description of main results

Consider the following system of odd-order quasilinear equations

ut − (−1)l(a2l+1∂
2l+1
x u+ a2l∂

2l
x u)−

l−1∑
j=0

(−1)j∂jx
[
a2j+1(t, x)∂j+1

x u+ a2j(t, x)∂jxu
]

+
l∑

j=0

(−1)j∂jx
[
gj(t, x, u, . . . , ∂

l−1
x u)

]
= f(t, x), l ∈ N, (1.1)

posed on an interval I = (0, R) (R > 0 is arbitrary). Here u = u(t, x) = (u1, . . . , un)T , n ∈ N,
is the unknown vector-function, f = (f1, . . . , fn)T , gj = (gj1, . . . , gjn)T are also vector-functions,
a2l+1 = diag(a(2l+1)i), a2l = diag(a(2l)i), i = 1, . . . , n, are constant diagonal n×n matrices, aj(t, x) =(
ajim(t, x)

)
, i,m = 1, . . . , n, for j = 0, . . . , 2l − 1, are n× n matrices.

In a rectangle QT = (0, T ) × I for certain T > 0 consider an initial-boundary value problem for
system (1.1) with the initial condition

u(0, x) = u0(x), x ∈ [0, R], (1.2)

and the boundary conditions

∂jxu(t, 0) = µj(t), j = 0, . . . , l − 1, ∂jxu(t, R) = νj(t), j = 0, . . . , l, t ∈ [0, T ], (1.3)

where u0 = (u01, . . . , u0n)T , µj = (µj1, . . . , µjn)T , νj = (νj1, . . . , νjn)T .
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Besides this direct problem consider the following inverse problem: let for any i = 1, . . . , n the
function fi be represented in the form

fi(t, x) ≡ h0i(t, x) +

mi∑
k=1

Fki(t)hki(t, x) (1.4)

for a certain non-negative integer number mi (if mi = 0 then fi = h0i), where the functions hki are
given and the functions Fki are unknown. Then problem (1.1)–(1.3) is supplemented with overdeter-
mination conditions in an integral form: if mi > 0 for certain i, then∫

I

ui(t, x)ωki(x) dx = ϕki(t), t ∈ [0, T ], k = 1, . . . ,mi, (1.5)

for certain given functions ωki and ϕki. In particular, for certain i the overdetermination conditions
on ui can be absent, but in the case of the inverse problem we always assume that

M =
n∑
i=1

mi > 0. (1.6)

Then the aim is to find the functions Fki such that the corresponding solution u to problem (1.1)–(1.3)
satisfies conditions (1.5).

In the case of a single equation n = 1 equations of type (1.1) were considered in [9] (direct
problem) and [10] (inverse problems). In particular, in these articles one can found examples of
physical models, which can be described by such equations: the Korteweg–de Vries (KdV) and
Kawahara equations with generalizations, the Kortewes–de Vries–Burgers and Benney-Lin equations,
the Kaup–Kupershmidt equation and others (see also [1], [14]). However, besides the single equations,
systems of odd-order quasilinear evolution equations also arise in real physical situations. Among
such systems on can mention the Majda–Biello system (see [17]){

ut + uxxx + vvx = 0,

vt + αvxxx + (uv)x = 0, α > 0,

and more general systems of KdV-type equations with coupled nonlinearities ([5]).
The KdV-type Boussinesq system ([6, 23, 25]){

ut + vx + vxxx + (uv)x = 0,

vt + ux + uxxx + vvx = 0

and the coupled system of two KdV equations, derived in [13] and studied in [3, 4, 7, 15, 18, 19, 20,
21, 22] (also with more general nonlinearities){

ut + uux + uxxx + a3vxxx + a1vvx + a2(uv)x = 0,

b1vt + rvx + vvx + b2a3uxxx + vxxx + b2a2uux = 0, b1 > 0, b2 > 0,

are not directly written in form (1.1), but can be transformed to it by a linear change of unknown
functions (see [3, 6, 23]).

In paper [9] initial-boundary value problem (1.1)–(1.3) was considered in the scalar case and a
result on global well-posedness in the class of weak solutions under small input data was established.
For simplicity it was assumed there that µj(t) = νj(t) ≡ 0 for j ≤ l − 1. Note that the general case
of (1.3) can be reduced to the homogeneous one by the simple substitution v(t, x) = u(t, x)−ψ(t, x),
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where the sufficiently smooth function ψ satisfies (1.3) for j ≤ l− 1, while the form of equation (1.1)
is invariant under the corresponding transformation.

In the present paper a result on global well-posedness of problem (1.1)–(1.3) itself is obtained in
the class of weak solutions under small input data. Note that in the aforementioned articles in the
case of systems such a problem was not studied. The assumptions on system (1.1) are similar to the
ones in [9, 10] in the case of single equations.

The significance of integral overdermination conditions in inverse problems is discussed in [24].
The study of inverse problems for the KdV-type equation with integral overdetermination was started
in [8]. In paper [10] for problem (1.1)–(1.3) in the scalar case two inverse problems with one integral
overdetemination condition of type (1.5) were considered. In the first one the right-hand side of the
equation of a type similar to (1.4) was chosen as the control, in the second one — the boundary data
νl. Results on well-posedness either for small input data or small time interval were established. In
paper [12] an initial-boundary value problem on a bounded interval for the higher order nonlinear
Schrödinger equation

iut + auxx + ibux + iuxxx + λ|u|pu+ iβ
(
|u|pu

)
x

+ iγ
(
|u|p
)
x
u = 0

(u is a complex-valued function) with initial and boundary conditions similar to (1.2), (1.3) was con-
sidered and three inverse problems were studied. The first two of them were similar to the problems
considered in [10] with similar results. In the third problem two overdetermination conditions of
(1.5) type were introduced and both the right-hand side of the equation and the boundary function
were chosen as controls. The results were similar to the first two cases.

Note that the inverse problem with two integral overdetermination conditions for the Korteweg–
de Vries type equation

ut + uxxx + uux + α(t)u = F (t)g(t)

in the periodic case, where the functions α and F were unknown, was considered in [16] and the
existence and uniqueness results were obtained for a small time interval.

In paper [21] an inverse problem on a bounded interval with the terminal overdetermination
condition

u(T, x) = uT (x)

for a given function uT (such problems are called controllability ones) was studied for the aforemen-
tioned coupled system of two KdV equations. Results on existence of solutions under small input
data were established.

In the present paper, results on well-posedness of inverse problem (1.1)–(1.6) are obtained either
for small input data or small time interval. Note that since the amount of integral overdetermination
conditions is arbitrary, the result is new even in the case of one equation.

Solutions of the considered problems are constructed in the special function space
(
X(QT )

)n of
all vector-functions u = (u1, . . . , un)T such that such that for every i = 1, . . . , n

ui(t, x) ∈ X(QT ) = C([0, T ];L2(I)) ∩ L2(0, T ;H l(I)),

endowed with the norm

‖u‖(X(QT ))n =
n∑
i=1

(
sup
t∈(0,T )

‖ui(t, ·)‖L2(I) + ‖∂lxui‖L2(QT )

)
.

For r > 0 let Xrn(QT ) denote the closed ball {u ∈
(
X(QT )

)n
: ‖u‖(X(QT ))n ≤ r}.

Introduce the notion of a weak solution of problem (1.1)–(1.3).
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Definition 1. Let u0 ∈
(
L2(I)

)n, µj, νj ∈ (L2(0, T )
)n ∀j, f ∈ (L1(QT )

)n, aj ∈ (C(QT )
)n2

∀j.
A function u ∈

(
X(QT )

)n is called a weak solution of problem (1.1)–(1.3) if ∂jxu(t, 0) ≡ µj(t),
∂jxu(t, R) ≡ νj(t), j = 0, . . . , l−1, and for all test functions φ(t, x), such that φ ∈

(
L2(0, T ;H l+1(I))

)n,
φt ∈

(
L2(QT )

)n, φ∣∣
t=T
≡ 0, ∂jxφ

∣∣
x=0

= ∂jxφ
∣∣
x=R
≡ 0, j = 0, . . . , l − 1, ∂lxφ

∣∣
x=0
≡ 0, the functions(

gj(t, x, u, . . . , ∂
l−1
x u), ∂jxφ

)
∈ L1(QT ), j = 0, . . . , l, and the following integral identity holds:∫∫

QT

[
(u, φt)− (a2l+1∂

l
xu, ∂

l+1
x φ) + (a2l∂

l
xu, ∂

l
xφ)

+
l−1∑
j=0

(
(a2j+1∂

j+1
x u+ a2j∂

j
xu), ∂jxφ

)
−

l∑
j=0

(
gj(t, x, u, . . . , ∂

l−1
x u), ∂jxφ

)
+ (f, φ)

]
dxdt+

∫
I

(u0, φ
∣∣
t=0

) dx+

∫ T

0

(a2l+1νl, ∂
l
xφ
∣∣
x=R

) dt = 0, (1.7)

where (·, ·) denotes the scalar product in Rn.

Let f̂(ξ) ≡ F [f ](ξ) and F−1[f ](ξ) be the direct and inverse Fourier transforms of a function f ,
respectively . In particular, for f ∈ S(R)

f̂(ξ) =

∫
R
e−iξxf(x) dx, F−1[f ](x) =

1

2π

∫
R
eiξxf(ξ) dξ.

For s ∈ R define the fractional order Sobolev space

Hs(R) =
{
f : F−1[(1 + |ξ|s)f̂(ξ)] ∈ L2(R)

}
and for certain T > 0 let Hs(0, T ) be the space of restrictions on (0, T ) of functions from Hs(R). To
describe properties of boundary functions µj, νj we use the following function spaces. Let m = l− 1
or m = l, define (

Bm(0, T )
)n

=
( m∏
j=0

H(l−j)/(2l+1)(0, T )
)n
,

endowed with the natural norm.
The coefficients of the linear part of the system further are always assumed to verify the following

conditions:
a(2l+1)i > 0, a(2l)i ≤ 0, i = 1, . . . , n, (1.8)

and for any 0 ≤ j ≤ l − 1, i,m = 1, . . . n

∂kxa(2j+1)im ∈ C(QT ), k = 0, . . . , j + 1, ∂kxa(2j)im ∈ C(QT ), k = 0, . . . , j. (1.9)

Let ym = (ym1, . . . , ymn) for m = 0, . . . , l− 1. The functions gj(t, x, y0, . . . , yl−1) for any 0 ≤ j ≤ l
are always subjected to the following assumptions: for i = 1, . . . , n

gji, gradykgji ∈ C(QT × Rln), j = 0, . . . , l − 1, gji(t, x, 0, . . . , 0) ≡ 0, (1.10)

∣∣gradykgji(t, x, y0, . . . , yl−1)
∣∣ ≤ c

l−1∑
m=0

(
|ym|b1(j,k,m) + |ym|b2(j,k,m)

)
, k = 0, . . . , l − 1,

∀(t, x, y0, . . . , yl−1) ∈ QT × Rln, (1.11)
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where 0 < b1(j, k,m) ≤ b2(j, k,m), |ym| = (ym, ym)1/2.
Regarding the functions ωki we always need the following conditions:

ω ∈ H2l+1(I), ω(m)(0) = 0, m = 0, . . . , l, ω(m)(R) = 0, m = 0, . . . , l − 1, (1.12)

for all ωki (where here ω stands for ωki).
Now we can pass to the main results and begin with the direct problem.

Theorem 1.1. Let the coefficients aj, j = 0, . . . , 2l + 1, satisfy conditions (1.8), (1.9). Let the
functions gj satisfy conditions (1.10), (1.11), where

b2(j, k,m) ≤ 4l − 2j − 2k

2m+ 1
∀ j, k,m. (1.13)

Let u0 ∈
(
L2(I)

)n, (µ0, . . . , µl−1) ∈
(
Bl−1(0, T )

)n, (ν0, . . . , νl) ∈
(
Bl(0, T )

)n, f ∈ (L1(0, T ;L2(I))
)n

for an arbitrary T > 0. Denote

c0 = ‖u0‖(L2(I))n + ‖(µ0, . . . , µl−1)‖(Bl−1(0,T ))n + ‖(ν0, . . . , νl)‖(Bl(0,T ))n

+ ‖f‖(L1(0,T ;L2(I)))n . (1.14)

Then there exists δ > 0 such that under the assumption c0 ≤ δ there exists a unique weak solution
u ∈

(
X(QT )

)n of problem (1.1)–(1.3). Moreover, the map(
u0, (µ0, . . . , µl−1), (ν0, . . . , νl), f

)
→ u (1.15)

is Lipschitz continuous on the closed ball of the radius δ in the space
(
L2(I)

)n×(Bl−1(0, T )
)n ×(

Bl(0, T )
)n × (L1(0, T ;L2(I))

)n into the space
(
X(QT )

)n.
Theorem 1.2. Let the hypotheses of Theorem 1.1 be satisfied except inequalities (1.13) which are
substituted by the following ones:

b2(j, k,m) <
4l − 2j − 2k

2m+ 1
∀ j, k,m. (1.16)

Let c0 is given by formula (1.14).
Then for a fixed arbitrary δ > 0 there exists T0 > 0 such that if c0 ≤ δ and T ∈ (0, T0] there exists

a unique weak solution u ∈
(
X(QT )

)n of problem (1.1)–(1.3). Moreover, the map (1.15) is Lipschitz
continuous on the closed ball of the radius δ similarly to Theorem 1.1.

For the inverse problem the results are as follows.

Theorem 1.3. Let the coefficients aj, j = 0, . . . , 2l+ 1, satisfy conditions (1.8), (1.9) and the func-
tions gj satisfy conditions (1.10), (1.11), (1.13). Let u0 ∈

(
L2(I)

)n, (µ0, . . . , µl−1) ∈
(
Bl−1(0, T )

)n,
(ν0, . . . , νl) ∈

(
Bl(0, T )

)n, h0 = (h01, . . . , h0n)T ∈
(
L1(0, T ;L2(I))

)n for an arbitrary T > 0. Assume
that condition (1.6) holds and for any i = 1, . . . , n, satisfying mi > 0, for k = 1, . . .mi the functions
ωki satisfy condition (1.12); ϕki ∈ W 1

1 (0, T ) and

ϕki(0) =

∫
I

u0i(x)ωki(x) dx; (1.17)

hki ∈ C([0, T ];L2(I)) for k = 1, . . . ,mi. Let

ψkji(t) ≡
∫
I

hji(t, x)ωki(x) dx, k, j = 1, . . . ,mi, (1.18)
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and assume that
∆i(t) ≡ det

(
ψkji(t)

)
6= 0 ∀ t ∈ [0, T ]. (1.19)

Denote

c0 = ‖u0‖(L2(I))n + ‖(µ0, . . . , µl−1)‖(Bl−1(0,T ))n + ‖(ν0, . . . , νl)‖(Bl(0,T ))n

+ ‖h0‖(L1(0,T ;L2(I)))n +
∑
i:mi>0

mi∑
k=1

‖ϕ′ki‖L1(0,T ). (1.20)

Then there exists δ > 0 such that under the assumption c0 ≤ δ there exist functions Fki ∈ L1(0, T ),
i : mi > 0, k = 1, . . . ,mi, and the corresponding weak solution u ∈

(
X(QT )

)n of problem (1.1)–(1.3)
satisfying (1.5), where the function f is given by formula (1.4). Moreover, there exists r > 0 such that
this solution u is unique in the ball Xrn(QT ) with the corresponding unique functions Fki ∈ L1(0, T )
and the map (

u0, (µ0, . . . , µl−1), (ν0, . . . , νl), h0, {ϕ′ki}
)
→ (u, {Fki}) (1.21)

is Lipschitz continuous on the closed ball of the radius δ in the space
(
L2(I)

)n×(Bl−1(0, T )
)n ×(

Bl(0, T )
)n × (L1(0, T ;L2(I))

)n × (L1(0, T )
)M into the space

(
X(QT )

)n × (L1(0, T )
)M .

Theorem 1.4. Let the hypotheses of Theorem 1.3 be satisfied except inequalities (1.13) which are
substituted by inequalities (1.16). Let c0 be given by formula (1.20). Then two assertions are valid.

1. For a fixed arbitrary δ > 0 there exists T0 > 0 such that if c0 ≤ δ and T ∈ (0, T0], there
exist unique functions Fki ∈ L1(0, T ), i : mi > 0, k = 1, . . . ,mi, and the corresponding unique weak
solution u ∈

(
X(QT )

)n of problem (1.1)–(1.3) satisfying (1.5), where the function f is given by
formula (1.4).

2. For a fixed arbitrary T > 0 there exists δ > 0 such that under the assumption c0 ≤ δ there
exist unique functions Fki ∈ L1(0, T ), i : mi > 0, k = 1, . . . ,mi, and the corresponding unique weak
solution u ∈

(
X(QT )

)n of problem (1.1)–(1.3) satisfying (1.5), where the function f is given by
formula (1.4).

Moreover, map (1.21) is Lipschitz continuous on the closed ball of the radius δ similarly to The-
orem 1.3.

Remark 1. Theorems 1.2 and 1.4 are valid for the aforementioned Majda–Biello system. In the case
of such a system with more general nonlinearities{

ut + uxxx +
(
g1(u, v)

)
x

= f1,

vt + αvxxx +
(
g2(u, v)

)
x

= f2, α > 0,

Theorems 1.1 and 1.3 are valid if

|∂ykgj(y1, y2)| ≤ c
(
|y1|b1 + |y2|b1 + |y1|b2 + |y2|b2

)
, k, j = 1, 2,

where 0 < b1 ≤ b2 ≤ 2, for example, if g1(y1, y2) = cy3
2, g2(y1, y2) = c1y

2
1y2 + c2y1y

2
2.

The paper is organized as follows. Section 2 contains certain auxiliary results on the corresponding
linear initial-boundary value problem and interpolating inequalities. Section 3 is devoted to the direct
problem, Section 4 — to the inverse one.
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2 Preliminaries

Further we use the following interpolating inequality (see, for example, [2]): there exists a constant
c = c(R, l, p) such that for any ϕ ∈ H l(I), integer m ∈ [0, l) and p ∈ [2,+∞]

‖ϕ(m)‖Lp(I) ≤ c‖ϕ(l)‖2s
L2(I)‖ϕ‖1−2s

L2(I) + c‖ϕ‖L2(I), s = s(p, l,m) =
2m+ 1

4l
− 1

2lp
. (2.1)

On the basis of (2.1) in [10, Lemma 3.3] the following inequality was proved: let j ∈ [0, l],
k,m ∈ [0, l − 1], b ∈ (0, (4l − 2j − 2k)/(2m+ 1)], then for any functions v, w ∈ X(QT )∥∥|∂mx v|b∂kxw∥∥L2l/(2l−j)(0,T ;L2(I))

≤ c
(
T ((4l−2j−2k)−(2m+1)b)/(4l) + T (2l−j)/(2l))‖v‖bX(QT )‖w‖X(QT ). (2.2)

Besides nonlinear system (1.1) consider its linear analogue

ut − (−1)l(a2l+1∂
2l+1
x u+ a2l∂

2l
x u)−

l−1∑
j=0

(−1)j∂jx
[
a2j+1(t, x)∂j+1

x u+ a2j(t, x)∂jxu
]

= f(t, x) +
l∑

j=0

(−1)j∂jxGj(t, x), (2.3)

Gj = (Gj1, . . . , Gjn)T . The notion of a weak solution to the corresponding initial-boundary value
problem is similar to Definition 1. In particular, the corresponding integral identity (for the same
test functions as in Definition 1) is as follows:∫∫

QT

[
(u, φt)− (a2l+1∂

l
xu, ∂

l+1
x φ) + (a2l∂

l
xu, ∂

l
xφ)

+
l−1∑
j=0

(
(a2j+1∂

j+1
x u+ a2j∂

j
xu), ∂jxφ

)
+
(
f(t, x), φ

)
+

l∑
j=0

(
Gj(t, x), ∂jxφ

)]
dxdt

+

∫
I

(u0, φ
∣∣
t=0

) dx+

∫ T

0

(a2l+1νl, ∂
l
xφ
∣∣
x=R

) dt = 0. (2.4)

First consider the case aj ≡ 0 for j ≤ 2l− 1. Then system (2.3) is obviously splitted into the set
of separate equations and we can use the corresponding results from [11] and [9] for single equations.

Lemma 2.1. Let the coefficients a2l+1 and a2l satisfy condition (1.8), aj ≡ 0 for j ≤ 2l − 1,
u0 ∈

(
L2(I)

)n, (µ0, . . . , µl−1) ∈
(
Bl−1(0, T )

)n, (ν0, . . . , νl) ∈
(
Bl(0, T )

)n, f = Gj ≡ 0 ∀j.
Then there exists a unique weak solution u ∈

(
X(QT )

)n of problem (2.3), (1.2), (1.3) and for any
t ∈ (0, T ]

‖u‖(X(Qt))n ≤ c(T )
[
‖u0‖(L2(I))n + ‖(µ0, . . . , µl−1)‖(Bl−1(0,t))n + ‖(ν0, . . . , νl)‖(Bl(0,t))n

]
. (2.5)

Proof. This assertion succeeds from [11, Lemma 4.3].

Lemma 2.2. Let the coefficients a2l+1 and a2l satisfy condition (1.8), aj ≡ 0 for j ≤ 2l − 1,
u0 ≡ 0, µj ≡ 0 for j = 0, . . . , l − 1, νj ≡ 0 for j = 0, . . . , l, f ∈

(
L1(0, T ;L2(I))

)n,
Gj ∈

(
L2l/(2l−j)(0, T ;L2(I))

)n, j = 0, . . . , l.
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Then there exists a unique weak solution u ∈
(
X(QT )

)n of problem (2.3), (1.2), (1.3) and for any
t ∈ [0, T ]

‖u‖(X(Qt))n ≤ c(T )
[
‖f‖(L1(0,t;L2(I)))n +

l∑
j=0

‖Gj‖(L2l/(2l−j)(0,t;L2(I)))n

]
; (2.6)

moreover, for i = 1, . . . , n and ρ(x) ≡ 1 + x∫
I

u2
i (t, x)ρ(x) dx+

∫∫
Qt

(
(2l + 1)a(2l+1)i − 2a(2l)iρ(x)

)(
∂lxui(τ, x)

)2
dxdτ

≤ 2

∫∫
Qt

fiuiρ dxdτ + 2
l∑

j=0

∫∫
Qt

Gji(∂
j
xuiρ+ j∂j−1

x ui) dxdτ. (2.7)

Proof. This assertion succeeds from [9, Lemma 4].

Theorem 2.1. Let the coefficients aj satisfy conditions (1.8), (1.9), u0 ∈
(
L2(I)

)n, (µ0, . . . , µl−1) ∈(
Bl−1(0, T )

)n, (ν0, . . . , νl) ∈
(
Bl(0, T )

)n, f ∈ (L1(0, T ;L2(I))
)n, Gj ∈

(
L2l/(2l−j)(0, T ;L2(I))

)n, j =
0, . . . , l.

Then there exists a unique weak solution u ∈
(
X(QT )

)n of problem (2.3), (1.2), (1.3) and for any
t ∈ (0, T ]

‖u‖(X(Qt))n ≤ c(T )
[
‖u0‖(L2(I))n + ‖(µ0, . . . , µl−1)‖(Bl−1(0,t))n

+ ‖(ν0, . . . , νl)‖(Bl(0,t))n + ‖f‖(L1(0,t;L2(I)))n +
l∑

j=0

‖Gj‖(L2l/(2l−j)(0,t;L2(I)))n

]
. (2.8)

Proof. Denote by w = (w1, . . . , wn)T the solution of problem (2.3), (1.2), (1.3) constructed in
Lemma 2.1 Let U(t, x) ≡ u(t, x) − w(t, x). Consider an initial-boundary value problem for the
function U :

Ut − (−1)l(a2l+1∂
2l+1
x U + a2l∂

2l
x U)−

l−1∑
j=0

(−1)j∂jx
[
a2j+1(t, x)∂j+1

x U + a2j(t, x)∂jxU
]

= f(t, x) +
l∑

j=0

(−1)j∂jxG̃j(t, x), (2.9)

where G̃l ≡ Gl, while G̃j ≡ Gj + a2j+1∂
j+1
x w + a2j∂

j
xw for j < l, and zero initial and boundary

conditions (1.2), (1.3). Note that by virtue of (2.1) for m = 0 or m = 1, j < l and i = 1, . . . , n

‖∂j+mx wi‖L2(I) ≤ c‖∂lxwi‖
(j+m)/l
L2(I) ‖wi‖

(l−j−m)/l
L2(I) + c‖wi‖L2(I).

Therefore, G̃j ∈
(
L2l/(2l−j)(0, T ;L2(I))

)n with

‖G̃j‖(L2l/(2l−j)(0,t;L2(I)))n ≤ ‖Gj‖(L2l/(2l−j)(0,t;L2(I)))n + c(T )‖w‖(X(Qt))n . (2.10)

In order to obtain the solution to the initial-value problem for system (2.9) we apply the con-
traction principle and first construct it on a small time interval [0, t0] as the fixed point of a map
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U = ΛV , where for V ∈
(
X(Qt0)

)n the function U ∈
(
X(Qt0)

)n is a solution to an initial-boundary
value problem for the system

Ut − (−1)l(a2l+1∂
2l+1
x U + a2l∂

2l
x U) =

l−1∑
j=0

(−1)j∂jx
[
a2j+1(t, x)∂j+1

x V + a2j(t, x)∂jxV
]

+ f(t, x) +
l∑

j=0

(−1)j∂jxG̃j(t, x), (2.11)

with zero initial and boundary conditions (1.2), (1.3). Note that similarly to (2.10) the hypothesis
of Lemma 2.2 is verified and such a map is defined for any t0 ∈ (0, T ]. Moreover, according to (2.6)

‖U‖(X(Qt0 ))n ≤ c(T )
[
‖f‖(L1(0,t0;L2(I)))n +

l∑
j=0

‖G̃j‖(L2l/(2l−j)(0,t0;L2(I)))n

+
l−1∑
j=0

(
‖∂j+1

x V ‖(L2l/(2l−j)(0,t0;L2(I)))n + (‖∂jxV ‖(L2l/(2l−j)(0,t0;L2(I)))n
)]
. (2.12)

By virtue of (2.1) if j +m ≤ 2l − 1 for i = 1, . . . , n

‖∂mx Vi‖L2l/(2l−j)(0,t0;L2(I))

≤ c
(∫ t0

0

(
‖∂lxVi‖

2m/(2l−j)
L2(I) ‖Vi‖2(l−m)/(2l−j)

L2(I) + ‖Vi‖2l/(2l−j)
L2(I)

)
dt
)(2l−j)/(2l)

≤ ct
(2l−j−m)/(2l)
0 ‖Vi‖(l−m)/l

C([0,t0];L2(I))‖∂
l
xVi‖

m/l
L2(Qt0 ) + ct

(2l−j)/(2l)
0 ‖Vi‖C([0,t0];L2(I))

≤ c(T )t
1/(2l)
0 ‖Vi‖X(Qt0 ). (2.13)

Therefore, it follows from (2.12) that

‖U‖(X(Qt0 ))n ≤ c(T )
[
‖f‖(L1(0,t0;L2(I)))n +

l∑
j=0

‖G̃j‖(L2l/(2l−j)(0,t0;L2(I)))n

+ t
1/(2l)
0 ‖V ‖(X(Qt0 ))n

]
. (2.14)

Similarly to (2.14) for Ṽ ∈
(
X(Qt0)

)n, Ũ = ΛṼ

‖U − Ũ‖(X(Qt0 ))n ≤ c(T )t
1/(2l)
0 ‖V − Ṽ ‖(X(Qt0 ))n . (2.15)

Inequalities (2.14), (2.15) provide existence of a unique solution U ∈
(
X(Qt0)

)n to the considered
problem if, for example, c(T )t

1/(2l)
0 ≤ 1/2. Then since the value of t0 depends only on T step by step

this solution can be extended to the whole time segment [0, T ], moreover,

‖U‖(X(Qt))n ≤ c(T )
[
‖f‖(L1(0,t;L2(I)))n

l∑
j=0

‖G̃j‖(L2l/(2l−j)(0,t;L2(I)))n

]
. (2.16)

Combining (2.5) (applied to the function w), (2.10) and (2.16), for u ≡ U + w we complete the
proof.
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Introduce certain additional notation. Let

u = S(u0, (µ0, . . . , µl−1), (ν0, . . . , νl), f, (G0, . . . , Gl))

be a weak solution of problem (2.3), (1.2), (1.3) from the space
(
X(QT )

)n under the hypotheses of
Theorem 2.1. Define also

W = (u0, (µ0, . . . , µl−1), (ν0, . . . , νl)),

S̃W = S(W, 0, (0, . . . , 0)), S̃ :
(
L2(I)× Bl−1(0, T )× Bl(0, T )

)n → (
X(QT )

)n
,

S0f = S(0, (0, . . . , 0), (0, . . . , 0), f, (0, . . . , 0)), S0 :
(
L1(0, T ;L2(I))

)n → (
X(QT )

)n
,

S̃jGj = S(0, (0, . . . , 0), (0, . . . , 0), 0, (0, . . . , Gj, . . . , 0)),

Sj :
(
L2l/(2l−j)(0, T ;L2(I))

)n → (
X(QT )

)n
, j = 0, . . . , l.

Let W̃ 1
1 (0, T ) = {ϕ ∈ W 1

1 (0, T ) : ϕ(0) = 0}. Obviously, the equivalent norm in this space is
‖ϕ′‖L1(0,T ).

Let a function ω ∈ C(I). On the space of functions u(t, x), lying in L1(I) for all t ∈ [0, T ], define
a linear operator Q(ω) by a formula (Q(ω)u)(t) = q(t;u, ω), where

q(t;u, ω) ≡
∫
I

u(t, x)ω(x) dx, t ∈ [0, T ].

Lemma 2.3. Let the hypotheses of Theorem 2.1 be satisfied. Let the function ω satisfy condition
(1.12).

Then for the function u = (u1 . . . , un)T = S(u0, (µ0, . . . , µl−1), (ν0, . . . , νl), f, (G0, . . . , Gl)) the
functions q(·;ui, ω) = Q(ω)ui ∈ W 1

1 (0, T ), i=1,. . . ,n, and for almost every t ∈ (0, T )

q′(t;ui, ω) = r(t;ui, ω) ≡ νli(t)a(2l+1)iω
(l)(R)

+
l−1∑
k=0

(−1)l+k
[
νki(t)

(
a(2l+1)iω

(2l−k)(R)− a(2l)iω
(2l−k−1)(R)

)
− µki(t)

(
a(2l+1)iω

(2l−k)(0)− a(2l)iω
(2l−k−1)(0)

)]
+

n∑
m=1

l−1∑
j=0

j−1∑
k=0

(−1)j+k
[
νkm(t)

(
(a(2j+1)imω

(j))(j−k)(R)− (a(2j)imω
(j))(j−k−1)(R)

)
− µkm(t)

(
(a(2j+1)imω

(j))(j−k)(0)− (a(2j)imω
(j))(j−k−1)(0)

)]
+ (−1)l+1

∫
I

ui(t, x)
(
a(2l+1)iω

(2l+1) − a(2l)iω
(2l)
)
dx

+
n∑

m=1

l−1∑
j=0

(−1)j+1

∫
I

um(t, x)
[
(a(2j+1)imω

(j))(j+1) − (a(2j)imω
(j))(j)

]
dx

+

∫
I

fi(t, x)ω dx+
l∑

j=0

∫
I

Gji(t, x)ω(j) dx, (2.17)

‖q′(·;ui, ω)‖L1(0,T ) ≤ c(T )
[
‖u0‖(L2(I))n + ‖(µ0, . . . , µl−1)‖(Bl−1(0,T ))n

+ ‖(ν0, . . . , νl)‖(Bl(0,T ))n + ‖f‖(L1(0,T ;L2(I)))n +
l∑

j=0

(
‖Gj‖(L2l/(2l−j)(0,T ;L2(I)))n

)]
, (2.18)

where the constant c does not decrease in T .
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Proof. For an arbitrary function ψ ∈ C∞0 (0, T ) let φi(t, x) ≡ ψ(t)ω(x) for certain i, φm(x) ≡ 0 when
m 6= i. This function φ satisfies the assumption on a test function in Definition 1 and then equality
(2.4) after integration by parts yields that∫ T

0

ψ′(t)q(t;ui, ω) dt = −
∫ T

0

ψ(t)r(t;ui, ω) dt. (2.19)

Since r ∈ L1(0, T ) it follows from (2.19) that there exists the weak derivative q′(t;ui, ω) = r(t;ui, ω) ∈
L1(0, T ) and

‖q′‖L1(0,T ) ≤ c
[ l−1∑
j=0

‖µj‖(L1(0,T ))n +
l∑

j=0

‖νj‖(L1(0,T ))n + ‖f‖(L1(0,T ;L2(I)))n

+
l∑

j=0

‖Gj‖(L1(0,T ;L1(I)))n + ‖u‖(L1(0,T ;L2(I)))n

]
.

Since ‖u‖(L1(0,T ;L2(I))n ≤ T‖u‖(C([0,T ];L2(I)))n ≤ T‖u‖(X(QT ))n , application of inequality (2.8) completes
the proof.

3 The direct problem

Proof of the existence part of Theorem 1.1. On the space
(
X(QT )

)n consider the map Θ

u = Θv ≡ S̃W + S0f −
l∑

j=0

S̃jgj(t, x, v, . . . , ∂
l−1
x v). (3.1)

Note that according to conditions (1.10), (1.11) for i = 1, . . . , n

|gji(t, x, v, . . . , ∂l−1
x v)| ≤ c

l−1∑
k=0

l−1∑
m=0

(
|∂mx v|b1(j,k,m) + |∂mx v|b2(j,k,m)

)
|∂kxv| (3.2)

In particular, conditions (1.13) and inequality (2.2) yield that gji(t, x, v, . . . , ∂
l−1
x v) ∈

L2l/(2l−j)(0, T ;L2(I)), moreover,

‖gj(t, x, v, . . . , ∂l−1
x v)‖(L2l/(2l−j)(0,T ;L2(I)))n

≤ c
l−1∑
k=0

l−1∑
m=0

2∑
i=1

(T ((4l−2j−2k)−(2m+1)bi(j,k,m))/(4l) + T (2l−j)/(2l))‖v‖bi(j,k,m)+1
(X(QT ))n . (3.3)

In particular, Theorem 2.1 ensures that the map Θ exists. Let

b1 = min
j,k,m

(b1(j, k,m)), b2 = max
j,k,m

(b2(j, k,m)), 0 < b1 ≤ b2, (3.4)

then it follows from (3.3) that

‖gj(t, x, v, . . . , ∂l−1
x v)‖(L2l/(2l−j)(0,T ;L2(I)))n ≤ c(T )

(
‖v‖b1+1

(X(QT ))n + ‖v‖b2+1
(X(QT ))n

)
, (3.5)

therefore, inequality (2.8) implies that

‖Θv‖(X(QT ))n ≤ c(T )c0 + c(T )
(
‖v‖b1+1

(X(QT ))n + ‖v‖b2+1
(X(QT ))n

)
. (3.6)



44 O.S. Balashov, A.V. Faminskii

Next, for any functions v1, v2 ∈
(
X(QT )

)n
|gji(t, x, v1, . . . , ∂

l−1
x v1)− gji(t, x, v2, . . . , ∂

l−1
x v2)|

≤ c

l−1∑
k=0

l−1∑
m=0

(
|∂mx v1|b1(j,k,m) + |∂mx v2|b1(j,k,m) + |∂mx v1|b2(j,k,m) + |∂mx v2|b2(j,k,m)

)
× |∂kx(v1 − v2)|, (3.7)

therefore, similarly to (3.5)

‖gj(t, x, v1, . . . , ∂
l−1
x v1)− gj(t, x, v2, . . . , ∂

l−1
x v2)‖(L2l/(2l−j)(0,T ;L2(I)))n

≤ c(T )
(
‖v1‖b1(X(QT ))n + ‖v2‖b1(X(QT ))n + ‖v1‖b2(X(QT ))n + ‖v2‖b2(X(QT ))n

)
‖v1 − v2‖(X(QT ))n . (3.8)

and similarly to (3.6)

‖Θv1 −Θv2‖(X(QT ))n

≤ c(T )
(
‖v1‖b1(X(QT ))n + ‖v2‖b1(X(QT ))n + ‖v1‖b2(X(QT ))n + ‖v2‖b2(X(QT ))n

)
‖v1 − v2‖(X(QT ))n . (3.9)

Now, choose r > 0 such that

rb1 + rb2 ≤ 1

4c(T )
(3.10)

and then δ > 0 such that
δ ≤ r

2c(T )
. (3.11)

Then it follows from (3.6) and (3.9) that on the ball Xrn(QT ) the map Θ is a contraction. Its unique
fixed point u ∈

(
X(QT )

)n is the desired solution. Moreover,

‖u‖(X(QT ))n ≤ c(c0). (3.12)

Note that the above argument ensures uniqueness only in a certain ball. In order to establish
uniqueness and continuous dependence in the whole space we apply another approach. Then the rest
part of Theorem 1.1 succeeds from (3.12) and the theorem below.

Theorem 3.1. Let the assumptions on the functions aj and gj from the hypotheses of The-
orem 1.1 be satisfied. Let u0, ũ0 ∈

(
L2(I)

)n, (µ0, . . . , µl−1), (µ̃0, . . . µ̃l−1) ∈
(
Bl−1(0, T )

)n,
(ν0, . . . , νl), (ν̃0, . . . , ν̃l) ∈

(
Bl(0, T )

)n, f, f̃ ∈ (L1(0, T ;L2(I))
)n and let u, ũ be two weak solutions

to corresponding problems (1.1)–(1.3) in the space
(
X(QT )

)n with ‖u‖(X(QT ))n , ‖ũ‖(X(QT ))n ≤ K for
a certain positive K.

Then there exists a positive constant c = c(T,K) such that

‖u− ũ‖(X(QT ))n ≤ c
(
‖u0 − ũ0‖(L2(I))n + ‖(µ0 − µ̃0, . . . , µl−1 − µ̃l−1)‖(Bl−1(0,T ))n

+ ‖(ν0 − ν̃0, . . . , νl − ν̃l)‖(Bl(0,T ))n + ‖f − f̃‖(L1(0,T ;L2(I)))n
)
. (3.13)

Proof. Let w ∈
(
X(QT )

)n be a solution to the linear problem

wt − (−1)l(a2l+1∂
2l+1
x w + a2l∂

2l
x w) = 0, (3.14)
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w(0, x) = u0(x)− ũ0(x), (3.15)

∂jxw(t, 0) = µj(t)− µ̃j(t), j = 0, . . . , l − 1, ∂jxw(t, R) = νj(t)− ν̃j(t), j = 0, . . . , l. (3.16)

Lemma 2.1 ensures that such a function exists and according to (2.5)

‖w‖(X(QT ))n ≤ c(T )
(
‖u0 − ũ0‖(L2(I))n + ‖(µ0 − µ̃0, . . . , µl−1 − µ̃l−1)‖(Bl−1(0,T ))n

+ ‖(ν0 − ν̃0, . . . , νl − ν̃l)‖(Bl(0,T ))n
)
. (3.17)

Let v(t, x) ≡ u(t, x) − ũ(t, x) − w(t, x), Then v ∈
(
X(QT )

)n is a solution to the initial-boundary
problem in QT for the system

vt − (−1)l(a2l+1∂
2l+1
x v + a2l∂

2l
x v) = (f − f̃)

+
l−1∑
j=0

(−1)j∂jx
[
a2j+1(t, x)∂j+1

x (u− ũ) + a2j(t, x)∂jx(u− ũ)
]

−
l∑

j=0

(−1)j∂jx
[
gj(t, x, u, . . . , ∂

l−1
x u)− gj(t, x, ũ, . . . , ∂l−1

x ũ)
]

(3.18)

with zero initial and boundary conditions of (1.2), (1.3) type. Similarly to (2.11)–
(2.13) a2j+1(t, x)∂j+1

x u + a2j(t, x)∂jxu ∈
(
L2l/(2l−j)(0, T ;L2(I))

)n, similarly to (3.2), (3.3)
gj(t, x, u, . . . , ∂

l−1
x u) ∈

(
L2l/(2l−j)(0, T ;L2(I))

)n. The same properties hold in the case of the function
ũ. Therefore, the hypothesis of Lemma 2.2 is satisfied and for i = 1, . . . , n according to (2.7)∫

I

v2
i (t, x)ρ dx+

∫∫
Qt

(
(2l + 1)a(2l+1)i − 2a(2l)iρ

)(
∂lxvi(τ, x)

)2
dxdτ

≤ 2

∫∫
Qt

(fi − f̃i)viρ dxdτ

+ 2
n∑

m=1

l−1∑
j=0

∫∫
Qt

(
a(2j+1)im(t, x)∂j+1

x (vm + wm) + a(2j)im(t, x)∂jx(vm + wm)
)

× (∂jxviρ+ j∂j−1
x vi) dxdτ

− 2
l∑

j=0

∫∫
Qt

(
gji(t, x, u, . . . , ∂

l−1
x u)− gji(t, x, ũ, . . . , ∂l−1

x ũ)
)

× (∂jxviρ+ j∂j−1
x vi) dxdτ. (3.19)

Note that by virtue of (1.8) uniformly in i and x

(2l + 1)a(2l+1)i − 2a(2l)iρ(x) ≥ α0 > 0. (3.20)

It follows from (2.1) for p = 2 that if j ≤ l − 1∫∫
Qt

|∂j+1
x vm| · |∂jxvi| dxdτ ≤ c

∫ t

0

[
‖∂lxv‖

(2l−1)/l)
(L2(I))n ‖v‖

1/l
(L2(I))n + ‖v‖2

(L2(I))n

]
dτ

≤ ε

∫∫
Qt

|∂lxv|2 dxdτ + c(ε)

∫∫
Qt

|v|2ρ dxdτ, (3.21)



46 O.S. Balashov, A.V. Faminskii

where ε > 0 can be chosen arbitrarily small;∫∫
Qt

|∂j+1
x wm| · |∂jxvi| dxdτ ≤

(∫∫
Qt

(∂jxvi)
2 dxdτ

∫∫
Qt

(∂j+1
x wm)2 dxdτ

)1/2

≤ ε

∫∫
Qt

|∂lxv|2 dxdτ + c(ε)

∫∫
Qt

|v|2ρ dxdτ + c‖w‖2
(X(QT ))n . (3.22)

Next, similarly to (3.7)

|gji(t, x, u, . . . , ∂l−1
x u)− gji(t, x, ũ, . . . , ∂l−1

x ũ)|

≤ c

l−1∑
k=0

l−1∑
m=0

(
|∂mx u|b1(j,k,m) + |∂mx ũ|b1(j,k,m) + |∂mx u|b2(j,k,m) + |∂mx ũ|b2(j,k,m)

)
× |∂kx(v + w)|. (3.23)

Note that, for example, for j ≤ l, k,m ≤ l − 1 if 0 ≤ b ≤ (4l − 2j − 2k)/(2m+ 1)∫
I

|∂mx u|b|∂kxv| · |∂jxv| dx ≤ sup
x∈I
|∂mx u|b

(∫
I

|∂kxv|2 dx
∫
I

|∂jxv|2 dx
)1/2

≤ c sup
x∈I
|∂mx u|b

[(∫
I

|∂lxv|2 dx
)(k+j)/(2l)(∫

I

|v|2 dx
)(2l−j−k)/(2l)

+

∫
I

|v|2 dx
]

≤ ε

∫
I

|∂lxv|2 dx+ c(ε)
[
sup
x∈I
|∂mx u|2lb/(2l−j−k) + sup

x∈I
|∂mx u|b

] ∫
I

|v|2ρ dx, (3.24)

where∫ T

0

sup
x∈I
|∂mx u|2lb/(2l−j−k) dt

≤ sup
t∈(0,T )

(∫
I

|u|2 dx
)(2l−2m−1)b/(4l−2j−2k)

∫ T

0

(∫
I

|∂lxu|2 dx
)(2m+1)b/(4l−2j−2k)

dt

≤ c(T )‖u‖2lb/(2l−j−k)
(X(QT ))n dt; (3.25)

also split b into two parts: b = b′+b′′, where 0 ≤ b′ ≤ (2l−2j)/(2m+1), 0 ≤ b′′ ≤ (2l−2k)/(2m+1),
then similarly to (3.24)∫

I

|∂mx u|b|∂kxw| · |∂jxv| dx ≤ sup
x∈I
|∂mx u|b

′+b′′
(∫

I

|∂jxv|2 dx
∫
I

|∂kxw|2 dx
)1/2

≤ ε

∫
I

|∂lxv|2 dx+ c(ε)
[
sup
x∈I
|∂mx u|2lb

′/(l−j) + sup
x∈I
|∂mx u|2b

′
] ∫

I

|v|2ρ dx

+ c

∫
I

|∂lxw|2 dx+ c
[
sup
x∈I
|∂mx u|2lb

′′/(l−k) + sup
x∈I
|∂mx u|2b

′′
] ∫

I

|w|2 dx, (3.26)

where similarly to (3.25)∫ T

0

sup
x∈I
|∂mx u|2lb

′/(l−j) dt,

∫ T

0

sup
x∈I
|∂mx u|2lb

′′/(l−k) dt ≤ c(T,K). (3.27)

Gathering (3.20)–(3.27) we deduce from inequality (3.19) that∫
I

v2
i (t, x)ρ dx+ α0

∫∫
Qt

(∂lxvi)
2 dxdτ ≤ α0

2n

∫∫
Qt

|∂lxv|2 dxdτ

+

∫ t

0

γ(τ)

∫
I

|v|2ρ dxdτ + 2

∫ t

0

‖f − f̃‖(L2(I))n‖vi‖L2(I) dτ + c(T,K)‖w‖2
(X(QT ))n , (3.28)
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where ‖γ‖L1(0,T ) ≤ c(T,K). Summing inequalities (3.28) with respect to i, using estimate (3.17) and
applying Gronwall lemma we complete the proof.

In this section it remains to prove Theorem 1.2.

Proof of Theorem 1.2. Overall, the proof repeats the proof of the existence part of Theorem 1.1. The
desired solution is constructed as a fixed point of the map Θ from (3.1). In comparison with (3.3)
here we obtain the following estimate: let

σ =
min
j,k,m

(4l − 2j − 2k − (2m+ 1)b2(j, k,m))

4l
(3.29)

(note that σ > 0 because of (1.16)), then

‖gj(t, x, v, . . . , ∂l−1
x v)‖(L2l/(2l−j)(0,T ;L2(I)))n ≤ c(T )T σ

l−1∑
k=0

l−1∑
m=0

2∑
i=1

‖v‖bi(j,k,m)+1
(X(QT ))n . (3.30)

and similarly to (3.6), (3.9)

‖Θv‖(X(QT ))n ≤ c(T )c0 + c(T )T σ
(
‖v‖b1+1

(X(QT ))n + ‖v‖b2+1
(X(QT ))n

)
. (3.31)

‖Θv1 −Θv2‖(X(QT ))n

≤ c(T )T σ
(
‖v1‖b1(X(QT ))n + ‖v2‖b1(X(QT ))n + ‖v1‖b2(X(QT ))n + ‖v2‖b2(X(QT ))n

)
× ‖v1 − v2‖(X(QT ))n . (3.32)

Now for a fixed δ choose T0 > 0 such that

4c(T0)T σ0
(
(2c(T0)δ)b1 + (2c(T0)δ)b2

)
≤ 1 (3.33)

(it is possible since c(T ) does not decrease in T ) and then for every T ∈ (0, T0] choose an arbitrary
r such that

r ≥ 2c(T )δ, 4c(T )T σ(rb1 + rb2) ≤ 1 (3.34)

(this set is not empty because of (3.33)). Then the map Θ is a contraction on the ball Xrn(QT ).
In order to prove uniqueness in the whole space note that for an arbitrarily large r the value of

T0 can be chosen sufficiently small such that the solution of the considered problem u ∈ (X(QT0)n)
is the unique fixed point of the contraction Θ in Xrn(QT0).

4 The inverse problem

We start with the linear case. The following lemma is the crucial part of the study.

Lemma 4.1. Let the assumptions on the functions aj from the hypotheses of Theorem 1.3 be satisfied.
Let condition (1.6) be valid and for any i = 1, . . . , n, satisfying mi > 0, for k = 1, . . . ,mi the func-
tions ωki satisfy condition (1.12), ϕki ∈ W̃ 1

1 (0, T ), hki ∈ C([0, T ];L2(I)) and for the corresponding
functions ψkji conditions (1.19) be satisfied.

Then there exists a unique set of M functions

F = {Fki(t), i : mi > 0, k = 1, . . . ,mi}
= Γ{ϕki, i : mi > 0, k = 1, . . . ,mi} ∈ (L1(0, T ))M
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such that for f = (f1, . . . , fn)T ≡ HF , where for any i = 1, . . . , n the function fi(t, x) is presented
by formula (1.4), where h0i ≡ 0 (fi ≡ 0 if mi = 0), the corresponding function

u = S0f = (S0 ◦H)F, (4.1)

satisfies all conditions (1.5). Moreover, the linear operator Γ :
(
W̃ 1

1 (0, T )
)M → (

L1(0, T )
)M is

bounded and its norm does not decrease in T .

Proof. First of all note that by virtue of (1.18), (1.19)

|∆i(t)| ≥ ∆0 > 0, |ψkji(t)| ≤ ψ0, t ∈ [0, T ]. (4.2)

On the space
(
L1(0, T )

)M introduce M linear operators Λki = Q(ωki) ◦ S0 ◦H. Let Λ = {Λki}.
Then since HF ∈

(
L1(0, T ;L2(I))

)n by Theorem 2.1 and Lemma 2.1 the operator Λ acts from the
space

(
L1(0, T )

)M into the space
(
W̃ 1

1 (0, T )
)M and is bounded.

Note that the set of equalities ϕki = ΛkiF , i : mi > 0, k = 1, . . . ,mi, for F ∈
(
L1(0, T )

)M
obviously means that the set of functions F is the desired one.

Let for i verifying mi > 0

r̃(t;ui, ωki) ≡ (−1)l+1

∫
I

ui(t, x)
(
a(2l+1)iω

(2l+1)
ki − a2lω

(2l)
ki

)
dx

+
n∑

m=1

l−1∑
j=0

(−1)j+1

∫
I

um(t, x)
[
(a(2j+1)imω

(j)
ki )(j+1) − (a(2j)imω

(j)
ki )(j)

]
dx, (4.3)

where u = (u1, . . . , un)T = (S0 ◦H)F . Then from (2.17) it follows that for q(t;ui, ωki) =
(
ΛkiF

)
(t)

q′(t;ui, ωki) = r̃(t;ui, ωki) +

mi∑
j=1

Fji(t)ψkji(t), (4.4)

where the functions ψkji are given by formula (1.18). Let

yki(t) ≡ q′(t;ui, ωki)− r̃(t;ui, ωki), k = 1, . . . ,mi. (4.5)

and ∆̃ki(t) be the determinant of the mi×mi-matrix, where in comparison with the matrix
(
ψkji(t)

)
the k-th column is substituted by the column

(
y1i(t), . . . , ymii(t)

)T . Then (4.4) implies

Fki(t) =
∆̃ki(t)

∆i(t)
, k = 1, . . . ,mi. (4.6)

Let
zki(t) ≡ ϕ′ki(t)− r̃(t;ui, ωki), k = 1, . . . ,mi, (4.7)

and ∆ki(t) be the determinant of the mi × mi-matrix, where in comparison with ∆̃ki(t) the k-th
column

(
y1i(t), . . . , ymii(t)

)T is substituted by the column
(
z1i(t), . . . , zmii(t)

)T .
Introduce operators Aki : L1(0, T )→ L1(0, T ) by

(AkiF )(t) ≡ ∆ki(t)

∆i(t)
(4.8)

and let AF = {AkiF}, A :
(
L1(0, T )

)M → (
L1(0, T )

)M .
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Note that ϕki = ΛkiF , for all i : mi > 0, k = 1, . . . ,mi if and only if AF = F .
Indeed, if ϕki = ΛkiF , then ϕ′ki(t) ≡ q′(t;ui, ωki) for the function q(t;ui, ωki) ≡

(
ΛkiF

)
(t) and

equalities (4.5), (4.7) yield ∆ki(t) ≡ ∆̃ki(t). Hence, AF = F .
Vice versa, if AF = F , then ∆ki(t) ≡ ∆̃ki(t) and the condition ∆i(t) 6= 0 implies zki(t) ≡ yki(t)

and so ϕ′ki(t) ≡ q′(t;ui, ωki). Since ϕki(0) = q(0;ui, ωki) = 0, we have q(t;ui, ωki) ≡ ϕki(t).
Next, we show that the operator A is a contraction under the choice of a special norm in the

space
(
L1(0, T )

)M .
Let F1, F2 ∈

(
L1(0, T )

)M , um ≡ (S0 ◦H)Fm, m = 1, 2, and let ∆∗ki(t) be the determinant of the
mi × mi-matrix, where in comparison with the matrix

(
ψkji(t)

)
the k-th column is substituted by

the column, where on the j-th line stands the element r̃(t;u1i, ωji)− r̃(t;u2i, ωji) = r̃(t;u1i−u2i, ωji).
Then (

AkiF1

)
(t)−

(
AkiF2

)
(t) = −∆∗ki(t)

∆i(t)
. (4.9)

By (2.8) for t ∈ [0, T ]

‖u1(t, ·)− u2(t, ·)‖(L2(I))n ≤ c(T )
∑
i:mi>0

mi∑
j=1

‖hji‖C([0,T ];L2(I))‖F1ji − F2ji‖L1(0,t). (4.10)

Let γ > 0, then by virtue of (4.2), (4.3), (4.9) and (4.10)

‖e−γt(AF1 − AF2)‖(L1(0,T ))M

≤
c
(
{‖ωji‖H2l+1(I)}, ψ0

)
∆0

∫ T

0

e−γt‖u1(t, ·)− u2(t, ·)‖(L2(I))n dt

≤ c
(
T,
(
{‖ωji‖H2l+1(I)}, ψ0, {‖hji‖C([0,T ];L2(I))}

)
×
∫ T

0

e−γt
∫ t

0

∑
i:mi>0

mi∑
j=1

|F1ji(τ)− F2ji(τ)| dτdt

= c

∫ T

0

∑
i:mi>0

mi∑
j=1

|F1ji(τ)− F2ji(τ)|
∫ T

τ

e−γt dtdτ ≤ c

γ
‖e−γτ (F1 − F2)‖(L1(0,T ))M . (4.11)

It remains to choose sufficiently large γ.
As a result, for any set of functions ϕki ∈

(
W̃ 1

1 (0, T )
)M there exists a unique set of functions

F ∈
(
L1(0, T )

)M satisfying AF = F , that is ϕki = ΛkiF . This means that the operator Λ is invertible
and so the Banach theorem implies that the inverse operator Γ = Λ−1 :

(
W̃ 1

1 (0, T )
)M → (

L1(0, T )
)M

is continuous. In particular,

‖Γ{ϕki}‖(L1(0,T ))M ≤ c(T )‖{ϕki}‖(W̃ 1
1 (0,T ))M . (4.12)

For an arbitrary T1 > T extend the functions ϕki by the constant ϕki(T ) to the interval (T, T1).
Then the analogue of inequality (4.12) on the interval (0, T1) for such a function evidently holds with
c(T ) ≤ c(T1). This means that the norm of the operator Γ is non-decreasing in T .

The next result is the solution of the corresponding inverse problem for the full linear problem.

Theorem 4.1. Let the function f be given by formula (1.4) and condition (1.6) be satisfied. Let the
functions ai, u0, (µ0, . . . , µl−1), (ν0, . . . , νl), h0, ϕki, ωki, hki satisfy the hypothesis of Theorem 1.3
and the functions Gj satisfy the hypothesis of Theorem 2.1.



50 O.S. Balashov, A.V. Faminskii

Then there exists a unique set of M functions

F = {Fki(t), i : mi > 0, k = 1, . . . ,mi} ∈ (L1(0, T ))M

such that the corresponding unique weak solution u ∈
(
X(QT )

)n of problem (2.3), (1.2), (1.3) satisfies
all conditions (1.5). Moreover, the functions F and u are given by formulas

F = Γ
{
ϕki −Q(ωki)

(
S̃W + S0h0 +

l∑
j=0

S̃jGj

)
i

}
, (4.13)

u = S̃W + S0h0 +
l∑

j=0

SjGj + (S0 ◦H)F. (4.14)

Proof. Set

v ≡ S(u0, (µ0, . . . , µl−1), (ν0, . . . , νl), h0, (G0, . . . , Gl)) = S̃W + S0h0 +
l∑

j=0

S̃jGj.

Lemma 2.1 implies Q(ωki)vi ∈ W 1
1 (0, T ). Moreover, by virtue of (1.17) Q(ωki)vi

∣∣
t=0

= ϕki(0). Set

ϕ̃ki ≡ ϕki −Q(ωki)vi,

then ϕ̃ki ∈ W̃ 1
1 (0, T ). In turn, Lemma 4.1 implies that the functions F ≡ Γ{ϕ̃ki} and u ≡ v+(S0◦H)F

provide the desired result. Uniqueness also follows from Lemma 4.1.

Now we pass to the nonlinear equation.

Proof of Theorem 1.3. On the space
(
X(QT )

)n consider a map Θ

u = Θv ≡ S̃W + S0h0 −
l∑

j=0

S̃jgj(t, x, v, . . . , ∂
l−1
x v) + (S0 ◦H)F, (4.15)

F ≡ Γ
{
ϕki −Q(ωki)

(
S̃W + S0h0 −

l∑
j=0

S̃jgj(t, x, v, . . . , ∂
l−1
x v)

)
i

}
. (4.16)

Then estimate (3.5) and Theorem 4.1 applied to Gj(t, x) ≡ gj(t, x, v, . . . , ∂
l−1
x v) ensure that the map

Θ exists.
Apply Lemmas 2.3 and 4.1, then the function F from (4.16) is estimated as follows:

‖F‖(L1(0,T ))M ≤ c(T )
[
‖u0‖(L2(I))n + ‖(µ0, . . . , µl−1)‖(Bl−1(0,T ))n + ‖(ν0, . . . , νl)‖(Bl(0,T ))n

+ ‖h0‖(L1(0,T ;L2(I)))n + ‖{ϕ′ki}‖(L1(0,T ))M + ‖v‖b1+1
(X(QT ))n + ‖v‖b2+1

(X(QT ))n

]
; (4.17)

therefore, since also

‖HF‖(L1(0,T ;L2(I)))n ≤ max
i:mi>0,k=1,...,mi

(
‖hki‖C([0,T ];L2(I))

)
‖F‖(L1(0,T ))M ,

Theorem 2.1 provides for the map Θ estimate (3.6).
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Next, for any functions v1, v2 ∈
(
X(QT )

)n since

Θv1 −Θv2 = −
l∑

j=0

S̃j
[
gj(t, x, v1, . . . , ∂

l−1
x v1)− gj(t, x, v2, . . . , ∂

l−1
x v2)

]
+ (S0 ◦H ◦ Γ)

{
Q(ωki)

( l∑
j=0

S̃j
[
gj(t, x, v1, . . . , ∂

l−1
x v1)− gj(t, x, v2, . . . , ∂

l−1
x v2)

])
i

}
, (4.18)

using (3.8) we derive estimate (3.9).
Now choose r > 0 and δ > 0 as in (3.10), (3.11). Then it follows from (3.6) and (3.9) that on

the ball Xrn(QT ) the map Θ is a contraction. Its unique fixed point u ∈
(
X(QT )

)n is the desired
solution. Moreover, Theorem 4.1 implies that the function F in (4.16) (for v ≡ u) is determined in
a unique way.

Continuous dependence is obtained similarly to (3.6), (3.9).

Proof of Theorem 1.4. In general, the proof repeats the previous argument. The desired solution is
constructed as a fixed point of the map Θ from (4.15), (4.16). In comparison with (3.6), (3.9) here
(also with the use of (4.18)) we obtain estimates (3.31) and (3.32), where σ is defined in (3.29).

The end of the proof is the same as in Theorem 1.2 (with the corresponding supplements as in
Theorem 1.3).
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eration of more general weights. The next step was to use more general operators with different
kernels instead of the Hardy operator. At present, there are many works devoted to Hardy-type
inequalities with iterated operators. Motivated by important applications, all these generalizations
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1 Introduction

Let I = (0,∞), 1 < p, q <∞ and p′ = p
p−1

. Suppose that v, u and v1−p′ are positive functions locally
integrable on I.

We consider the following Hardy-type inequality ∞∫
0

u(x)

∣∣∣∣∣∣
x∫

0

K(x, t)f(t)dt

∣∣∣∣∣∣
q

dx


1
q

≤ C

 ∞∫
0

v(x)|f(x)|pdx

 1
p

, (1.1)

for all functions f ∈ Lp,v(I), where C > 0 is independent of f and Lp,v(I) is the weighted Lebesgue

space of all functions f , Lebesgue measurable on I, such that ‖f‖p,v =

(∞∫
0

v(x)|f(x)|pdx
) 1

p

< ∞.

Here

Kf(x) =

x∫
0

K(x, t)f(t)dt, x > 0, (1.2)

is an integral operator with a non-negative kernel K(x, t).
Inequality (1.1) has been completely characterized for the kernel K(x, t) ≡ 1 (for more details see

[8, 9]) and the kernel K(x, t) ≡ (x− t)α−1, α > 1 (see [17, 18, 19, 20] and for more details see [6]).
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In works [3] and [7, 10, 11, 12], inequality (1.1) was studied for kernels K(x, t) satisfying the
Oinarov condition stating that there exists a number d ≥ 1 such that

d−1 (K(x, s) +K(s, t)) ≤ K(x, t) ≤ d (K(x, s) +K(s, t)) (1.3)

for all x, s, t : x ≥ s ≥ t > 0. A further development of this problem was the introduction of the
classes O±n , n ≥ 0, which are less restrictive for kernels K(x, t) than the Oinarov condition. We will
refer to O±n , n ≥ 0, as the Oinarov classes (the definitions of these classes are given in Section 2).
In paper [13], inequality (1.1) was studied in the case 1 < p ≤ q <∞. The case 1 < q < p <∞ was
considered in the paper [1], but for kernels belonging to the Oinarov classes O±1 . In the recent paper
[14] the case 1 < q < p < ∞ is also discussed, but now kernels are from O±2 . For operators with
kernels from the classes O±1 in paper [14] an alternative criterion for the validity of (1.1) is presented.

If, in addition, f is a monotone function, characterizations of the Hardy-type inequalities help
to find boundedness of certain operators in Lorentz spaces. Moreover, the Hardy-type inequalities
restricted to monotone functions are used for the weighted Marcinkiewicz interpolation results. For
more applications, we refer to monograph [9, Chapter 8] (see also [16]).

Motivated by the applications, in this paper, we find necessary and sufficient conditions for the
validity of inequality (1.1) for operator (1.2) with kernels from the Oinarov classes O±2 on the cone
of monotone functions in the case 1 < q < p < ∞. The case 1 < p ≤ q < ∞ was discussed in
paper [2] for kernels from O−n , n ≥ 0. We note that the case when kernels belong to the classes
O+
n , n ≥ 0, has been left in [2] as an open question. The presented paper covers the class O+

2 . As
soon as inequality (1.1) is established for kernels from the general classes O±n , n ≥ 0, on the cone of
non-negative functions in the case 1 < q < p < ∞, it can be established on the cone of monotone
functions in the same way as here. Moreover, in paper [2], the authors also considered the conjugate

operator K∗f(x) =
∞∫
x

K(t, x)f(t)dt, x > 0, but kernels were from O+
n , n ≥ 0. Since the conjugate

operator K∗f needs a different approach than operator (1.2), so this is one more topic for a separate
paper.

This paper is organized as follows. Section 2 contains all the auxiliary statements required to
prove the main results. In Section 3, the validity of inequality (1.1) is established on the cone of
non-increasing functions for operator (1.2) with kernels from the Oinarov class O+

2 . In Section 4, we
present a similar result but for the operator (1.2) with kernels from the class O−2 . Section 5 is devoted
to the case 1 < p ≤ q < ∞ when kernels belong to the class O+

2 , which has not been considered in
[2].

2 Auxiliary statements

Throughout the paper, the symbol A � B means that A ≤ cB with some constant c > 0. The
symbol A ≈ B stands for A � B � A. Moreover, f ↑ and f ↓ mean non-decreasing or non-
increasing non-negative functions, respectively.

Let us give the definitions of the classes O±1 and O±2 . Let Ω = {(x, t) ∈ I × I : x ≥ t}.

Definition 1. A measurable function K1(·, ·) ≥ 0 defined on the set Ω belongs to the class O+
1 , if it

does not decrease in the first argument and there exists a non-negative function K1,0(·, ·) measurable
on Ω and a number d1 ≥ 1 such that

d−1
1 (K1,0(x, s) +K1(s, t)) ≤ K1(x, t) ≤ d1 (K1,0(x, s) +K1(s, t)) (2.1)

for all x, s, t : x ≥ s ≥ t > 0.
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Definition 2. A measurable function K1(·, ·) ≥ 0 defined on the set Ω belongs to the class O−1 ,
if it does not increase in the second argument and there exists a non-negative function K0,1(·, ·)
measurable on Ω and a number d̄1 ≥ 1 such that

d̄−1
1 (K1(x, s) +K0,1(s, t)) ≤ K1(x, t) ≤ d̄1 (K1(x, s) +K0,1(s, t))

for all x, s, t : x ≥ s ≥ t > 0.

Definition 3. A measurable function K2(·, ·) ≥ 0 defined on the set Ω belongs to the class O+
2 , if

it does not decrease in the first argument and there exist non-negative functions K2,0(·, ·), K2,1(·, ·)
and K1(·, ·) measurable on Ω and a number d2 ≥ 1 such that K1(·, ·) ∈ O+

1 and

d−1
2 (K2,0(x, s) +K2,1(x, s)K1(s, t) +K2(s, t)) ≤ K2(x, t)

≤ d2 (K2,0(x, s) +K2,1(x, s)K1(s, t) +K2(s, t)) (2.2)

for all x, s, t : x ≥ s ≥ t > 0.

Definition 4. A measurable function K2(·, ·) ≥ 0 defined on the set Ω belongs to the class O−2 , if it
does not increase in the second argument and there exist non-negative functions K0,2(·, ·), K1,2(·, ·)
and K1(·, ·) measurable on Ω and a number d̄2 ≥ 1 such that K1(·, ·) ∈ O−1 and

d̄−1
2 (K2(x, s) +K1(x, s)K1,2(s, t) +K0,2(s, t)) ≤ K2(x, t)

≤ d̄2 (K2(x, s) +K1(x, s)K1,2(s, t) +K0,2(s, t)) (2.3)

for all x, s, t : x ≥ s ≥ t > 0.

Note that since the classes O±2 are wider than the classes of operators satisfying condition (1.3),
many recent publications have been devoted to them (see, e.g., [5, 14]). Examples of kernels that
belong to the classes O±1 and O±2 can be found in [14].

To prove our main results we use the following theorems established in [14].

Theorem A. Let 1 < q < p < ∞ and K(·, ·) ≡ K2(·, ·) ∈ O+
2 . Then inequality (1.1) holds if and

only if B2 = max{B2,0, B2,1, B2,2} < ∞. Moreover, C ≈ B2, where C is best constant in inequality
(1.1) and

B2,0 =

 ∞∫
0

 ∞∫
z

Kq
2,0(x, z)u(x)dx


p
p−q
 z∫

0

v1−p′(s)ds


p(q−1)
p−q

v1−p′(z)dz


p−q
pq

,

B2,1 =

 ∞∫
0

 ∞∫
z

Kq
2,1(x, z)u(x)dx


p
p−q
 z∫

0

Kp′

1 (z, s)v1−p′(s)ds


p(q−1)
p−q

× d

 z∫
0

Kp′

1 (z, t)v1−p′(t)dt


p−q
pq

,

B2,2 =

 ∞∫
0

 ∞∫
z

u(t)dt


p
p−q
 z∫

0

Kp′

2 (z, s)v1−p′(s)ds


p(q−1)
p−q

d

 z∫
0

Kp′

2 (z, s)v1−p′(s)ds




p−q
pq

.
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Theorem B. Let 1 < q < p < ∞ and K(·, ·) ≡ K1(·, ·) ∈ O−1 . Then inequality (1.1) holds if
and only if B1 = max{B0,1,B1,1} < ∞. Moreover, C ≈ B1, where where C is the best constant in
inequality (1.1) and

B0,1 =

 ∞∫
0

 t∫
0

Kp′

0,1(t, x)v1−p′(x)dx


q(p−1)
p−q

 ∞∫
t

u(s)ds


q
p−q

u(t)dt


p−q
pq

,

B1,1 =

 ∞∫
0

 t∫
0

v1−p′(x)dx


q(p−1)
p−q

 ∞∫
t

Kq
1(s, t)u(s)ds


q
p−q

d

− ∞∫
t

Kq
1(s, t)u(s)ds




p−q
pq

.

Theorem C. Let 1 < q < p < ∞ and K(·, ·) ≡ K2(·, ·) ∈ O−2 . Then inequality (1.1) holds if and
only if B2 = max{B0,2,,B1,2,B2,2} <∞. Moreover, C ≈ B2, where C is the best constant in inequality
(1.1) and

B0,2 =

 ∞∫
0

 z∫
0

Kp′

0,2(z, s)v1−p′(s)ds


q(p−1)
p−q

 ∞∫
z

u(s)ds


q
p−q

u(z)dz


p−q
pq

,

B1,2 =

 ∞∫
0

 z∫
0

Kp′

1,2(z, s)v1−p′(s)ds


q(p−1)
p−q

 ∞∫
z

Kq
1(x, z)u(x)dx


q
p−q

× d

− ∞∫
z

Kq
1(x, z)u(x)dx


p−q
pq

,

B2,2 =

 ∞∫
0

 z∫
0

v1−p′(t)dt


p(q−1)
p−q

 ∞∫
z

Kq
2(x, z)u(x)dx


p
p−q

v1−p′(z)dz


p−q
pq

.

In paper [15], there is a formula that gives the equivalence between inequality (1.1) for all non-
increasing non-negative functions and a certain inequality, but for arbitrary non-negative functions.
This equivalence is now called the Sawyer duality principle and has the form:

sup
0≤f↓

∞∫
0

g(x)f(x)dx(∞∫
0

v(x)fp(x)dx

) 1
p

≈


∞∫

0

v(x)


x∫
0

g(t)dt

x∫
0

v(t)dt


p′

dx


1
p′

+

∞∫
0

g(x)dx(∞∫
0

v(x)dx

) 1
p

. (2.4)

Equivalence (2.4) can be transformed into the following statement (see, e.g., [4]). The inequality ∞∫
0

u(x)(Kf(x))qdx

 1
q

≤ C

 ∞∫
0

v(x)fp(x)dx

 1
p

(2.5)
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holds for a non-increasing function f ≥ 0 if and only if the following two inequalities ∞∫
0

u

K
 ∞∫

x

h

q
1
q

≤ C

 ∞∫
0

v1−pV php

 1
p

, (2.6)

 ∞∫
0

u(K1)q

 1
q

≤ C

 ∞∫
0

v

 1
p

(2.7)

hold for any function h ≥ 0 and V (∞) <∞, where V (t) :=
t∫

0

v(x)dx and 1 is a function identically

equal to 1 on I. From (2.4) it is obvious that in the case V (∞) =∞ for inequality (2.5) to hold we
need only the validity of inequality (2.6).

3 Main result for the class O+
2

Assume that

M±
1 =

 ∞∫
0

u(x)

 x∫
0

K(x, t)dt

q

dx


1
q
 ∞∫

0

v(x)dx

− 1
p

,

M±
2 =

 ∞∫
0

 t∫
0

 x∫
0

K(x, z)dz

q

u(x)dx


p
p−q
 ∞∫

t

V −p
′
(s)v(s)ds


p(q−1)
p−q

V −p
′
(t)v(t)dt


p−q
pq

,

M+
3 =

 ∞∫
0

 ∞∫
t

Kq
2,0(x, z)u(x)dx


p
p−q
 t∫

0

sp
′
V −p

′
(s)v(s)ds


p(q−1)
p−q

tp
′
V −p

′
(t)v(t)dt


p−q
pq

,

M+
4 =


∞∫

0

 ∞∫
t

Kq
2,1(x, z)u(x)dx


p
p−q
 t∫

0

 s∫
0

K1(t, z)dz

p′

V −p
′
(s)v(s)ds


p(q−1)
p−q

× d

 t∫
0

 s∫
0

K1(t, z)dz

p′

V −p
′
(s)v(s)ds




p−q
pq

,

M+
5 =


∞∫

0

 ∞∫
t

u(x)dx


p
p−q
 t∫

0

 s∫
0

K(t, z)dz

p′

V −p
′
(s)v(s)ds


p(q−1)
p−q

× d

 t∫
0

 s∫
0

K(t, z)dz

p′

V −p
′
(s)v(s)ds




p−q
pq

.



New weighted Hardy-type inequalities for monotone functions 59

M+ = max{M±
1 ,M

±
2 ,M

+
3 ,M

+
4 ,M

+
5 } and M̃+ = max{M±

2 ,M
+
3 ,M

+
4 ,M

+
5 }.

Our main result of this section reads as follows.

Theorem 3.1. Let 1 < q < p < ∞ and K(·, ·) ∈ O+
2 . Then inequality (1.1) holds for any non-

increasing f ≥ 0 if and only if M+ <∞ for V (∞) <∞ and M̃+ <∞ for V (∞) =∞.

Proof. Since K1 =
x∫
0

K(x, t)dt, inequality (2.7) has the form

 ∞∫
0

u(x)

 x∫
0

K(x, t)dt

q

dx


1
q

≤ C

 ∞∫
0

v(x)dx

 1
p

,

which is equivalent to the condition M±
1 < ∞. As we mentioned above, in the case of V (∞) = ∞,

inequality (2.7) is not required, so the condition M±
1 <∞ is also not required.

Let us turn to inequality (2.6) for non-negative functions, the validity of which is necessary and
sufficient for the validity of (2.5) for non-increasing functions for the both cases V (∞) < ∞ and
V (∞) =∞. Inequality (2.6) can be rewritten as follows: ∞∫

0

u(x)

 x∫
0

K(x, t)

 ∞∫
t

h(s)ds

 dt

q

dx


1
q

≤ C

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

. (3.1)

Our aim is to characterize inequality (3.1) for any non-negative function h ≥ 0. Let us transform
the left-hand side S of (3.1). We split the inner integral in (3.1) and get

S ≈

 ∞∫
0

u(x)

 x∫
0

K(x, t)

 x∫
t

h(s)ds

 dt

q

dx


1
q

+

 ∞∫
0

u(x)

 x∫
0

K(x, t)

 ∞∫
x

h(s)ds

 dt

q

dx


1
q

. (3.2)

The change of the order of integration in the first term of (3.2) gives

S ≈

 ∞∫
0

u(x)

 x∫
0

 s∫
0

K(x, t)dt

h(s)ds

q

dx


1
q

+

 ∞∫
0

u(x)

 x∫
0

K(x, t)dt

q ∞∫
x

h(s)ds

q

dx


1
q

.

Therefore, the validity of inequality (3.1) is equivalent to the validity of the following two inequalities: ∞∫
0

u(x)

 x∫
0

 s∫
0

K(x, t)dt

h(s)ds

q

dx


1
q

≤ C1

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

, (3.3)
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 ∞∫
0

u(x)

 x∫
0

K(x, t)dt

q ∞∫
x

h(s)ds

q

dx


1
q

≤ C2

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

. (3.4)

The inequality (3.4) is the standard weighted Hardy inequality, which holds if and only ifM±
2 <∞

(see, e.g., [9]).
Inequality (3.3) can be rewritten in the form: ∞∫

0

u(x)

 x∫
0

K(x, s)s h(s)ds

q

dx


1
q

≤ C1

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

.

where K(x, s) = 1
s

s∫
0

K(x, t)dt with K(x, t) from O+
2 . Using relation (2.2), for x ≥ z ≥ t we get

K(x, s) ≈ 1

s

s∫
0

(K2,0(x, z) +K2,1(x, z)K1(z, t) +K(z, t))dt

=
1

s
K2,0(x, z) s+K2,1(x, z)

1

s

s∫
0

K1(z, t)dt+
1

s

s∫
0

K(z, t)dt

= K2,0(x, z) +K2,1(x, z)K1(z, s) +K(z, s), (3.5)

where K1(z, s) = 1
s

s∫
0

K1(z, t)dt. If we prove that K1(z, s) ∈ O+
1 , we prove that K(x, s) ∈ O+

2 .

By the definition K1(z, t) ∈ O+
1 , therefore from (2.1) for z ≥ τ ≥ t we have that K1(z, t) ≈

K1,0(z, τ) +K1(τ, t). Hence,

K1(z, s) ≈ 1

s

s∫
0

(K1,0(z, τ) +K1(τ, t))dt

=
1

s
K1,0(z, τ) s+

1

s

s∫
0

K1(τ, t)dt = K1,0(z, τ) +K1(τ, s).

Then K1(z, s) belongs to the class O+
1 . Consequently, from (3.5) we obtain that K(x, s) belongs to

the class O+
2 . Thus, replacing s h(s) by g1(s), by Theorem A inequality (3.3) holds for g1(s) if and

only if M+
3 <∞, M+

4 <∞ and M+
5 <∞.

4 Main result for the class O−2

Assume that

M−
3 =

 ∞∫
0

 t∫
0

Kp′

0,2(t, s) sp
′
V −p

′
(s)v(s)ds


q(p−1)
p−q

 ∞∫
t

u(x)dx


q
p−q

u(t)dt


p−q
pq

<∞,
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M−
4 =

 ∞∫
0

 t∫
0

Kp′

1,2(t, s) sp
′
V −p

′
(s)v(s)ds


q(p−1)
p−q

 ∞∫
t

Kq
1(x, t)u(x)dx


q
p−q

× d

− ∞∫
t

Kq
1(x, t)u(x)dx


p−q
pq

<∞,

M−
5 =

 ∞∫
0

 t∫
0

sp
′
V −p

′
(s)v(s)ds


p(q−1)
p−q

 ∞∫
t

Kq(x, t)u(x)dx


p
p−q

tp
′
V −p

′
(t)v(t)dt


p−q
pq

,

M−
6 =


∞∫

0

 t∫
0

Kp′

0,1(t, s)V −p
′
(s)v(s)

 s∫
0

K1,2(s, z)dz

p′

ds


q(p−1)
p−q  ∞∫

t

u(x)dx


q
p−q

u(t)dt


p−q
pq

,

M−
7 =


∞∫

0

 t∫
0

V −p
′
(s)v(s)

 s∫
0

K1,2(s, z)dz

p′

ds


q(p−1)
p−q  ∞∫

t

Kq
1(x, t)u(x)dx


q
p−q

× d

− ∞∫
t

Kq
1(x, t)u(x)dx


p−q
pq

<∞,

M−
8 =


∞∫

0

 t∫
0

V −p
′
(s)v(s)

 s∫
0

K0,2(s, z)dz

p′

ds


q(p−1)
p−q  ∞∫

t

u(x)dx


q
p−q

u(t)dt


p−q
pq

<∞,

M− = max{M±
1 ,M

±
2 ,M

−
3 ,M

−
4 ,M

−
5 ,M

−
6 ,M

−
7 ,M

−
8 },

M̃− = max{M±
2 ,M

−
3 ,M

−
4 ,M

−
5 ,M

−
6 ,M

−
7 ,M

−
8 }.

Our main result of this section reads as follows.

Theorem 4.1. Let 1 < q < p < ∞ and K(·, ·) ∈ O−2 . Then inequality (1.1) holds for any non-
increasing f ≥ 0 if and only if M− <∞ for V (∞) <∞ and M̃− <∞ for V (∞) =∞.

Proof. The beginning of the proof of Theorem 4.1 is the same as the beginning of the proof of
Theorem 3.1, i.e., for the validity of (1.1) we need the condition M±

1 < ∞ for V (∞) < ∞ and the
condition M±

2 <∞ for both V (∞) =∞ and V (∞) <∞.
Let us turn to inequality (3.3). Using relation (2.3) in inequality (3.3), it is equivalent to the

inequality ∞∫
0

u(x)

 x∫
0

 s∫
0

(K(x, s) +K1(x, s)K1,2(s, t) +K0,2(s, t))dt

h(s)ds

q

dx


1
q

≤ C1

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

.
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Thus, the validity of inequality (3.3) is equivalent to the validity of the following three inequalities: ∞∫
0

u(x)

 x∫
0

K(x, s) s h(s)ds

q

dx


1
q

≤ C11

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

, (4.1)

 ∞∫
0

u(x)

 x∫
0

K1(x, s)

 s∫
0

K1,2(s, t)dt

h(s)ds

q

dx


1
q

≤ C12

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

,

(4.2) ∞∫
0

u(x)

 x∫
0

 s∫
0

K0,2(s, t)dt

h(s)ds

q

dx


1
q

≤ C13

 ∞∫
0

v1−p(x)V p(x)hp(x)dx

 1
p

. (4.3)

If we replace s h(s) by g1(s), then by Theorem C inequality (4.1) holds for g1(s) if and only if
M−

3 <∞, M−
4 <∞ and M−

5 <∞.

If we replace
(

s∫
0

K1,2(s, t)dt

)
h(s) by g2(s), then by Theorem B inequality (4.2) holds for g2(s)

if and only if M−
6 <∞ and M−

7 <∞.

If we replace
(

s∫
0

K0,2(s, t)dt

)
h(s) by g3(s), then (4.3) is the standard weighted Hardy inequality

for g3(s), which holds if and only if M−
8 <∞ (see, e.g., [9]).

Remark 1. Let us note that the proofs of Theorems 3.1 and 4.1 need different approaches because

the kernel K(x, s) = 1
s

s∫
0

K(x, t)dt belongs to the class O+
2 if the kernel K(x, t) belongs to the class

O+
2 but it does not belong to the class O−2 if the kernel K(x, t) belongs to the class O−2 .

5 Supplementary results

In the paper [13], it was proved that if 1 < p ≤ q <∞ and K(·, ·) ∈ O+
2 , then inequality (1.1) holds

for any f ≥ 0 if and only if one of the following conditions

A+
1 = sup

0<z<∞

 ∞∫
z

u(x)

 z∫
0

Kp′(x, s)v1−p′(s)ds


q
p′

dx


1
q

<∞,

A+
2 = sup

0<z<∞


z∫

0

v1−p′(s)

 ∞∫
z

Kq(x, s)u(x)dx


p′
q

ds


1
p′

<∞

holds, in addition, C ≈ A+
1 ≈ A+

2 , where C is the best constant in inequality (1.1).
Using the above result and following the same steps as in the proof of Theorem 3.1, we can present

the statement on the cone of non-increasing functions for the case 1 < p ≤ q < ∞ when kernels
K(·, ·) belong to the class O+

2 , which was not considered in [2].
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Theorem 5.1. Let 1 < p ≤ q < ∞ and K(·, ·) ∈ O+
2 . Then inequality (1.1) holds for

any non-increasing f ≥ 0 if and only if one of the conditions max{M±
1 ,M+

2 ,M+
3 } < ∞ and

max{M±
1 ,M+

2 ,M+
4 } < ∞ holds for V (∞) < ∞ and one of the conditions max{M+

2 ,M+
3 } < ∞

and max{M+
2 ,M+

4 } <∞ holds for V (∞) =∞, where

M+
2 = sup

0<z<∞

 z∫
0

 x∫
0

K(x, t)dt

q

u(x)dx


1
q
 ∞∫

z

V −p
′
(s)v(s)ds

 1
p′

,

M+
3 = sup

0<z<∞


∞∫
z

u(x)

 z∫
0

 s∫
0

K(x, t)dt

p′

V −p
′
(s)v(s)ds


q
p′

dx


1
q

,

M+
4 = sup

0<z<∞


z∫

0

V −p
′
(s)v(s)

 ∞∫
z

 s∫
0

K(x, t)dt

q

u(x)dx


p′
q

ds


1
p′

.

Remark 2. On the basis of the duality principle for a non-decreasing function f ≥ 0:

sup
0≤f↑

∞∫
0

g(x)f(x)dx(∞∫
0

v(x)fp(x)dx

) 1
p

≈


∞∫

0

v(x)


∞∫
x

g(t)dt

∞∫
x

v(t)dt


p′

dx


1
p′

+

∞∫
0

g(x)dx(∞∫
0

v(x)dx

) 1
p

,

where g ≥ 0 is any function, we can characterize inequality (1.1) on the cone of non-decreasing
functions for operator (1.2) with kernels from the Oinarov classes O+

2 and O−2 . However, we omit
both statements and their proofs here, since they are similar. Let us only present as an example that
the value M±

2 turns to

M±2 =

 ∞∫
0

 ∞∫
t

 ∞∫
x

K(z, x)dz

q

u(x)dx


p
p−q
 t∫

0

V −p
′

∗ (s)v(s)ds


p(q−1)
p−q

V −p
′

∗ (t)v(t)dt


p−q
pq

,

where V∗(t) :=
∞∫
t

v(x)dx. All other quantities in M+ and M− can be rewritten similarly.
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1 Introduction

Transmission lines play the role of interconnections in electrical circuits. Discrete transmission line
models (see an example in Figure 5) are often used in circuit theory, see, e. g., [6, 7, 11, 22, 25].
Discrete modelling of a transmission line may be more convenient than a more accurate partial
differential equation description because, together with equations of other circuit elements, we obtain
a system of ordinary differential (and possibly algebraic) equations only. Furthermore, approximate
solving of partial differential equations usually also involves passing to a discrete model, which leads
to a similar loss of accuracy.

A linear discrete stationary circuit is described (after eliminating algebraic equations) by an
ordinary differential equation of the form x′(t) = Ax(t)+f(t) with a matrix coefficient A. Its solving
is reduced to finding the matrix exponential eAt, see Section 2. In turn, approximate calculation of
eAt is usually based [10, 15, 20, 21] on approximation of the function expt(λ) = eλt by a polynomial
(or a rational function) pt on the spectrum σ(A) of A and subsequent substitution of A into pt.

An approximation of expt on a set wider than σ(A) is not necessary. Moreover, it usually decreases
the accuracy of approximation (by a polynomial of the same degree); an example of this phenomena
is demonstrated in Figures 6-8. Using the Faber polynomials (see the definition in Section 3) allows
us to restrict the set of approximation to (almost) σ(A), i. e., the minimal possible. The idea of
using the Faber polynomials to calculate matrix functions has been employed by many authors, see,
e. g., [3, 4, 5, 14, 16, 26, 27, 28, 29, 31].

We propose to apply the Faber polynomials for approximate solving equations (Section 6) of a
discrete model of a transmission line. In this case, the spectrum σ(A) has a cross shape, see Figure 1.
Our numerical experiments (Section 7) demonstrate that using the Faber expansion instead of the
Taylor expansion can increase the accuracy by a factor of 100–1000. The main results of the paper
are the exact formulas for the Faber functions Ψ and Φ for the cross (Section 4), and the algorithm
(Section 5) that calculates the coefficients for expansion (3.6) of the exponential function in the Faber
series.
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For numerical calculations we use ‘Wolfram Mathematica’ [34].

2 Functions of matrices

In this section, we recall the definition of a matrix function and its main application.
Let A be a complex square matrix. The spectrum of A is the set σ(A) ⊆ C of all its eigenvalues.

Let f be a complex-valued holomorphic function defined in a neighbourhood of σ(A). The function
f applied to A is [10, 15, 20, 21] the matrix

f(A) =
1

2πi

∫
Γ

f(λ) (λ1− A)−1 dλ,

where the contour Γ surrounds σ(A) and 1 is the identity matrix.
The exponential function expt(λ) = eλt is the most important for applications. It depends on

the parameter t ∈ R. Its importance is explained by the fact that the solution of the initial value
problem

x′(t) = Ax(t) + f(t),

x(t0) = x0

can be represented in the form

x(t) = eA(t−t0)x0 +

∫ t

t0

eA(t−τ)f(t) dτ.

More generally, let the relation between the input vector function u and the output vector function
y be described by the relations

x′(t) = Ax(t) +Bu(t),

y(t) = Cx(t) +Du(t),

x(t0) = x0,

where A,B,C,D — are matrices of compatible sizes. Then the dependence of y on u can [1, p. 65]
be expressed as

y(t) = C

(
eA(t−t0)x0 +

∫ t

t0

eA(t−r)Bu(r) dr

)
+Du(t).

Usually, the matrix exponential eAt can be calculated only numerically. There is vast literature
on approximate calculation of eAt, see, e. g., [10, 15, 20, 21]. The main goal is fast and accurate
calculations; it is clear that these two goals are contradictory. Most methods for approximate calcu-
lation of f(A) are based on approximating f by a polynomial or a rational function and substituting
A into it. In this paper, we consider a special case when the differential equation x′(t) = Ax(t)+f(t)
describes a discrete model of a transmission line (Section 6). In this case, the set σ(A) has the shape
of a cross, see Figure 1. We use the Faber polynomials generated by the cross to reduce the order of
the approximating polynomial.

3 Faber polynomials

A detailed exposition of the theory of Faber series and expansions can be found in [13, 19, 24, 30, 32].
Here we only recall the facts that are necessary for our aims.
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Let K ⊂ C be a compact simply connected set containing more than one point. We denote by G
the complement C \K. Let

D = {w ∈ C : |w| > 1 }.

It is known [24, p. 104] that there exists a unique mapping Φ : G→ D such that (i) Φ is bijective,
(ii) Φ has a complex derivative at all points z ∈ G with Φ′(z) 6= 0, and (iii) there exists a number
γ > 0 such that

lim
z→∞

Φ(∞) =∞ and lim
z→∞

Φ(z)

z
= γ. (3.1)

The number γ is called the capacity of K. Evidently, in a neighborhood of infinity, the function Φ
possesses the Laurent expansion

Φ(z) = γz + γ0 +
γ1

z
+
γ2

z2
+
γ3

z3
+ . . . , (3.2)

where γ > 0 is the same as in (3.1). The general theory of Laurent series states that series (3.2)
converges absolutely for all z such that z ∈ G0, where G0 is the outer part of the smallest circle with
center at zero containing K:

G0 = { z ∈ C : |z| > |ζ| for all ζ ∈ K }.

For z ∈ G0, we have the representation

Φn(z) =
(
γz + γ0 +

γ1

z
+
γ2

z2
+
γ3

z3
+ . . .

)n
.

Due to absolute convergence, the Laurent series in the parentheses can be multiplied and summed in
any order. As a result we obtain the Laurent expansion of the function Φn. Removing the parentheses
we see that the Laurent series of Φn has the form

Φn(z) = γnzn + a
(n)
n−1z

n−1 + . . .+ a
(n)
1 z + a

(n)
0 +

b
(n)
1

z
+
b

(n)
2

z2
+
b

(n)
3

z3
+ . . . . (3.3)

The polynomials
Φn(z) = γnzn + a

(n)
n−1z

n−1 + . . .+ a
(n)
1 z1 + a

(n)
0 (3.4)

containing the terms with nonnegative powers of z in Laurent expansions (3.3) of Φn are called [24,
p. 105], [32, p. 33] the Faber polynomials generated by K. By definition, Φ0(z) = 1.

We denote by Ψ : D → G the inverse of Φ : G→ D. It is easy to show that Ψ has the Laurent
expansion of the form

Ψ(w) = βw + β0 +
β1

w
+
β2

w2
+
β3

w3
+ . . . , (3.5)

with β = 1/γ. Series (3.5) converges absolutely for all w ∈ D.
Often a holomorphic functions f can be represented as the Faber series

f(z) =
∞∑
n=0

cnΦn(z),

and such an expansion is unique. For our aims, it is important that the Faber series converges
faster [13, 19, 24, 30, 32] than the Taylor series. An accurate formulation of the existence of the
Faber series expansion is presented in the following theorem.
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Theorem 3.1 ([32, Chapter III, § 2]). Let f be a holomorphic function defined on an open neigh-
bourhood U of K. Let the function Ψ possess a continuous extension to the closure

D = {w ∈ C : |w| ≥ 1 }.

Then the function f can be expanded into the Faber series

f(z) =
∞∑
n=0

cnΦn(z), (3.6)

which uniformly converges on compact subsets of U . The coefficients cn can be found by the formula

cn =
1

2πi

∫
|w|=1

f
(
Ψ(w)

)
wn+1

dw, n = 0, 1, . . . . (3.7)

It is known [19, § 18.2.V] that the approximation of f by partial sums of series (3.6) is close to the
best uniform approximation on K by polynomials. This fact explains the efficiency of the transition
from the Taylor approximation to the Faber one.

For our goal, it is important that expansion (3.6) extends to functions of matrices.

Corollary 3.1 ([16, Theorem 3.1]). Let assumptions of Theorem 3.1 be satisfied. Let A be a square
complex matrix with σ(A) ⊆ K. Then

f(A) =
∞∑
n=0

cnΦn(A).

4 The functions Ψ and Φ for the cross

For some sets K, the Faber polynomials can be calculated explicitly. Examples can be found in [2,
8, 9, 17, 24, 32]. In this section, we restrict ourselves to the case, which is related to our problem.

Let a, b > 0 and c ∈ R be some numbers. We consider the set K ⊆ C shown in left Figure 1 and
having the shape of a cross. It consists of two segments intersecting at the point c on the real axis.
The endpoints of one segment are the points c−a and c+a, the endpoints of the second segment are
the points c− ib and c+ ib. In our situation, K contains the spectrum of our matrix A, see Section 7.

Theorem 4.1. For the cross shown in the left Figure 1 with parameters a > 0, b > 0 and c ∈ R, the
function Ψ has the form

Ψ(w) = c+ w

√
a2 + b2

2

√
a2 − b2

a2 + b2

1

w2
+

1

2

(
1 +

1

w4

)
, (4.1)

where the square root means the principal value, i. e.
√
· takes values in the right complex plane

Cr = { z ∈ C : Re z > 0 } ∪ {0}.

The function Ψ is bijective and holomorphic on D, and is continuous on the closure

D = {w ∈ C : |w| ≥ 1 }.

The conditions

lim
w→∞

Ψ(w) =∞ and lim
w→∞

Ψ(w)

w
=

√
a2 + b2

2
. (4.2)

are satisfied.
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c-a c c+a

b

-b

c-a c c+a

b

-b

Figure 1: Left: set K having the cross shape; right: the image of the set ∂D = {w ∈ C : |w| = 1 }
under the action of the function Ψ

Proof. The considered principal value of the square root function
√
· is defined and continuous on

the complement of the open half-line

L = { z ∈ C : z ∈ R and z < 0 }

and holomorphic on the complement of the closed half-line

L = { z ∈ C : z ∈ R and z ≤ 0 }.

Therefore, Ψ is (defined and) holomorphic at w ∈ C as long as ζ(w) /∈ L, where

ζ(w) =
a2 − b2

a2 + b2

1

w2
+

1

2

(
1 +

1

w4

)
,

and Ψ is (defined and) continuous at w0 ∈ C if w /∈ L for all w in a neighbourhood of w0.
Let us find out when ζ(w) ∈ L and ζ(w) ∈ L. For brevity we set g = a2−b2

a2+b2
; obviously, g can

take any value from (−1, 1). We represent w in the form w = r(cos t + i sin t), where r > 0 and
t ∈ (−π/2, π/2], and substitute it into the definition of ζ:

ζ(w) = g
1

w2
+

1

2

(
1 +

1

w4

)
=

2gw2 + w4 + 1

2w4

=
2gr2(cos t+ i sin t)2 + r4(cos t+ i sin t)4 + 1

2r4(cos t+ i sin t)4

=

(
2gr2(cos t+ i sin t)2 + r4(cos t+ i sin t)4 + 1

)
(cos t− i sin t)4

2r4

=
2gr2(cos t− i sin t)2 + r4 + (cos t− i sin t)4

2r4

=
−2gr2 sin2 t+ 2gr2 cos2 t+ r4 + sin4 t+ cos4 t− 6 sin2 t cos2 t

2r4

+ i
−4gr2 sin t cos t− 4 sin t cos3 t+ 4 sin3 t cos t

2r4

=
2gr2 cos 2t+ r4 + 2 cos2 2t− 1

2r4
− i
(
gr2 + cos 2t

)
sin 2t

r4
.

(4.3)
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We observe that ζ(w) ∈ L (respectively, ζ(w) ∈ L) if and only if (i) Im ζ(w) = 0 and (ii) Re ζ(w) ≤ 0
(respectively, Re ζ(w) < 0). According to representation (4.3), conditions (i) and (ii) mean that(

gr2 + cos 2t
)

sin 2t = 0,

2gr2 cos 2t+ r4 + 2 cos2 2t− 1 ≤ 0 (< 0).

The first condition is satisfied if and only if t = 0,±π/2, π or cos 2t = −gr2 (provided |gr2| ≤ 1).
After substituting t = 0,±π/2, π, the second condition turns into

±2gr2 + r4 + 2− 1 ≤ 0 (< 0)

or
(r2 − 1)2 + 2r2(1± g) ≤ 0 (< 0),

which is never true, because |g| < 1 and r > 0. Thus, in this case ζ(w) /∈ L and, moreover, ζ(w) /∈ L.
After substituting cos 2t = −gr2, the second condition turns into

r4 − 1 ≤ 0 (< 0).

If w ∈ D, i. e. r > 1, then r4 − 1 > 0 and r4 − 1 ≤ 0 does not hold; thus ζ(w) /∈ L for all w ∈ D.
Therefore, the function ζ is holomorphic on D.

However, if w ∈ D, i. e. r ≥ 1, then r4− 1 ≥ 0 and only r4− 1 < 0 does not hold; thus ζ(w) /∈ L
for all w ∈ D. Therefore, the function ζ is only continuous on D.

For a curious reader, the entire set of points w at which ζ(w) ∈ L (not only its intersection with
D) is shown in the left Figure 2.

e
iϕ1e

iϕ2

e
iϕ3 e

iϕ4

-1.0 -0.5 0.5 1.0

-1.0

-0.5

0.5

1.0

π

2
π 3π

2
ϕ1 ϕ2 ϕ3 ϕ4

b
2

a
2+b2

Figure 2: Left: the bold curves constitute the set of points w such that ζ(w) ∈ L; right: the solutions
ϕ1,2,3,4 of the equation cos2 t− b2

a2+b2
= 0 on [0, 2π]

Now let us move w along the boundary ∂D. From (4.3) we have

ζ(eit) =
1

2

(
2g cos 2t+ 2 cos2 2t

)
− i sin 2t(g + cos 2t)

= cos 2t(g + cos 2t)− i sin 2t(g + cos 2t)

= (g + cos 2t)e−2it.
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Therefore,

Ψ(eit) = c+ eit
√
a2 + b2

√
2

√
(g + cos 2t)e−2it

= c+ eit
√
a2 + b2

√
2

√(a2 − b2

a2 + b2
+ cos 2t

)
e−2it

= c+ eit
√
a2 + b2

√
2

√(a2 − b2

a2 + b2
+ 2 cos2 t− 1

)
e−2it

= c+ eit
√
a2 + b2

√(
cos2 t− b2

a2 + b2

)
e−2it.

We denote by ϕ1,2,3,4 the solutions of the equation cos2 t − b2

a2+b2
= 0 (here the unknown is t) on

[0, 2π], see the right Figure 2. Then Ψ(eit) can be represented as

Ψ(eit) = c+ eit
√
a2 + b2

√
(cos2 t− cos2 ϕ1)e−2it,

where
ϕ1 = arccos

b√
a2 + b2

.

In Figure 3, the real and imaginary parts of the function t 7→ Ψ(eit) − c are presented; the main
features are the values (and signs!) at points of extremums.

ϕ1 ϕ2 ϕ3 ϕ4ππ

2
3π
2

2π

a

b

-a

-b

Figure 3: The real (solid line) and imaginary (dashed line) parts of the function t 7→
eit
√
a2 + b2

√
(cos2 t− cos2 ϕ1)e−2it

Let us describe the curve z(t) = Ψ(eit), t ∈ [0, 2π], see the right Figure 1. When t ∈ [0, ϕ1], the
number z(t) is real and moves from c + a to c. When t ∈ [ϕ1, π/2], the number z(t) is imaginary
and varies form c to c+ ib. When t ∈ [π/2, ϕ2], the number z(t) remains imaginary and varies back
form c + ib to c. When t ∈ [ϕ2, π], the number z(t) becomes real and varies form c to c− a. When
t ∈ [π, ϕ3], the number z(t) remains real and varies form c−a to c. When t ∈ [ϕ3, 3π/2], the number
z(t) varies form c to c − ib. When t ∈ [3π/2, ϕ4], the number z(t) varies form c − ib to c. When
t ∈ [ϕ4, 2π], the number z(t) varies form c to c+ a and thus returns back.
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The fulfillment of (4.2) immediately follows from (4.1).
It remains to prove that Ψ : D → G is bijective. Let us take an arbitrary z ∈ C \K and consider

the equation Ψ(w) = z. We have to prove that the equation Ψ(w) = z has exactly one solution
w ∈ D for any z ∈ G.

We take an arbitrary point z ∈ G. We denote by SR the circle {w ∈ C : |w| = R } of large radius
R centered at 0 and oriented counterclockwise, and we denote by −S1 the circle {w ∈ C : |w| = 1 }
of the radius 1 centered at 0 and oriented clockwise, see Figure 4. We denote by SR − S1 the
contour consisting of SR and −S1. It is clear that SR − S1 is the oriented boundary of the annulus
AR = {w ∈ C : 1 ≤ |w| ≤ R }. From (4.2) it follows that the point z lies inside the image Ψ(SR) of
the circle SR under the action of Ψ if R is large enough.

z

Ψ(w)

-3 -2 -1 1 2 3

-3

-2

-1

1

2

3 SR

S1

-6 -4 -2 2 4 6

-6

-4

-2

2

4

6

Figure 4: The circles SR and S1 (right) and their images (left) under the action of Ψ

We make use of the argument principle [23, p. 48, Theorem 2.3], [18, p. 278, Theorem 4.10a]:
the number of solutions w of the equation Ψ(w) = z in the annulus AR is equal to the increment of
the argument of the complex number Ψ(w)− z along the oriented boundary SR − S1 divided by 2π.
Since z lies outside K = Ψ(S1), the increment of the argument of Ψ(w)− z along S1 equals zero. On
the other hand, from formula (4.1) and the Rouche theorem [23, p. 48, Theorem 2.4], [18, p. 280,
Theorem 4.10b] (more correctly, from the proof of the Rouche theorem) it is seen that the increment
of the argument of Ψ(w)− z along SR equals the increment of the argument of Ψ1(w)− z along SR,
where

Ψ1(w) = c+ w

√
a2 + b2

2
,

provided R is large enough. But the increment of the argument of Ψ1(w)− z along SR is obviously
equal to 2π. Thus, for all R large enough, there is exactly one solution w of the equation Ψ(w) = z
in the annulus AR. Hence, there is exactly one solution in D.

Corollary 4.1. Let the assumptions of Theorem 4.1 be satisfied. Then for the function Φ : G→ D,
inverse to Ψ, conditions (3.1) are satisfied with γ = 2√

a2+b2
.
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Proof. The Laurent series of Ψ in a neighborhood of infinity has the form (3.5) and converges at all
points of D. Hence, the series

h(w) = β0 +
β1

w
+
β2

w2
+
β3

w3
+ . . .

also converges in D and is bounded in D2 = {w ∈ C : |w| ≥ 2 }. At the same time, by Theorem 4.1,
Ψ and, consequently, h are bounded in the annulus A2 = {w ∈ C : 1 ≤ |w| ≤ 2 }. Therefore h is
bounded in D. Then from (4.2) it follows that Ψ(w)→∞, w ∈ D, implies that w →∞.

Let us calculate limz→∞Φ(z). We set w = Φ(z) or z = Ψ(w). By the proved, when z = Ψ(w)→
∞, we also have Φ(z) = w →∞. This shows that limz→∞Φ(z) =∞.

Now, with the same change w = Φ(z) or z = Ψ(w), we have limz→∞
Φ(z)
z

= limw→∞
w

Ψ(w)
=

2√
a2+b2

.

Corollary 4.2. Let the assumptions of Theorem 4.1 be satisfied. Then the function Φ : G → D,
inverse to Ψ, possesses the representation

Φ(z) = (z − c)

√√√√√√ b2 − a2

(z − c)2
+ 2

√(
1− a2

(z − c)2

)(
b2

(z − c)2
+ 1

)
+ 2

a2 + b2
.

Proof. For brevity, we temporary set g = a2−b2
a2+b2

and h = a2+b2

2
. To find Φ we solve the equation

z = Ψ(w) (from Theorem 4.1 we know that the solution exists and unique):

z = c+ w
√
h

√
g

1

w2
+

1

2

(
1 +

1

w4

)
,

z − c
w
√
h

=

√
g

1

w2
+

1

2

(
1 +

1

w4

)
,

(z − c)2

w2h
= g

1

w2
+

1

2

(
1 +

1

w4

)
,

0 =
1

2
+
(
g − (z − c)2

h

) 1

w2
+

1

2

1

w4
,

0 =
1

2
w4 +

(
g − (z − c)2

h

)
w2 +

1

2
,

w2 = −g +
(z − c)2

h
±
√(
−g +

(z − c)2

h

)2

− 1,

w2 =
b2 − a2 + 2(z − c)2

a2 + b2
±
√(b2 − a2 + 2(z − c)2

a2 + b2

)2

− 1,

w2 =
b2 − a2 + 2(z − c)2

a2 + b2
± 1

a2 + b2

√(
b2 − a2 + 2(z − c)2

)2 −
(
a2 + b2

)2
,

w2 =
b2 − a2 + 2(z − c)2

a2 + b2
± 2

a2 + b2

√
((z − c)2 − a2)((z − c)2 + b2),

w2 =
b2 − a2 + 2(z − c)2 ± 2

√
((z − c)2 − a2)((z − c)2 + b2)

a2 + b2
,
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w2 = (z − c)2

b2−a2

(z−c)2 + 2± 2

√(
1− a2

(z−c)2

)(
1 + b2

(z−c)2

)
a2 + b2

,

w = ±(z − c)

√√√√√ b2−a2

(z−c)2 + 2± 2

√(
1− a2

(z−c)2

)(
1 + b2

(z−c)2

)
a2 + b2

.

We choose the signs + in the both ± because limz→∞
Φ(z)
z

= 2√
a2+b2

.

Now we can easily calculate the Faber polynomials Φn for the cross. According to definition (3.4)
we calculate the initial terms of the Laurent series of the function z 7→ Φn(z) and take its polynomial
part. Since we have an exact representation for Φ (Corollary 4.2), the calculations can be performed
symbolically and thus Φn can be found explicitly. For example,

Φ11(z) = 2

(
1

a2 + b2

)11/2

(z − c)
(
−11 a10 + 55 a8

(
5 b2 + 4(z − c)2

)
− 44 a6

(
25 b4 + 50 b2(z − c)2 + 28(z − c)4

)
+ 44 a4

(
25 b6 + 100 b4(z − c)2 + 140 b2(z − c)4 + 64(z − c)6

)
− 11 a2

(
5 b4 + 20 b2(z − c)2 + 16(z − c)4

)2

+ 11 b10 + 220 b8(z − c)2 + 1232 b6(z − c)4 + 2816 b4(z − c)6

+ 2816 b2(z − c)8 + 1024 (z − c)10
)
.

5 Calculating the Faber coefficients of the exponential function

We begin with the presentation of a simple algorithm for calculating the Faber coefficients cm in the
expansion

ez =
∞∑
m=0

cmΦm(z).

For doing it we use formula (3.7):

cm =
1

2πi

∫
|w|=1

f
(
Ψ(w)

)
wm+1

dw =
1

2π

∫ π

0

exp
(
Ψ(eit)

)
e−imt dt. (5.1)

Since the function Φ has breaks at the points ϕ1,2,3,4 (see Figure 3), it is reasonable to represent the
integral as the sum of four ones: ∫ π

0

=

∫ ϕ1

−ϕ1

+

∫ ϕ2

ϕ1

+

∫ ϕ3

ϕ2

+

∫ ϕ4

ϕ3

and use for each integral the Gauss quadrature rule with the Chebyshev weight. Since we are going
to substitute a matrix A instead of z, a high accuracy in cm is desirable. The high accuracy of
integral values can be archived by calculating the integrals with an increased number of significant
digits (this will not lead to the significant loss of time compared to matrix operations to come later).

Remark 1. A useful idea is proposed in paper [12]. According to formula (5.1), the numbers cm can
be interpreted as the Fourier coefficients of the function w 7→ exp

(
Ψ(eit)

)
. This observation makes

it possible to use the fast Fourier transform to calculate integrals of kind (5.1), which speeds up
calculations.
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The above algorithm for calculating cm has a drawback: it calculates eAt only at one point t = 1.
Nevertheless, it is often important to have the resulting matrix eAt in the form of an expression
depending on t. Now we present another algorithm that is free from this shortcoming.

By formula (3.5), the function Ψ has the expansion

Ψ(w) = βw + β0 +
β1

w
+
β2

w2
+
β3

w3
+ . . . ,

which converges in the open exterior D of the unit circle. We consider the Laurent expansions for
the powers Ψn of Ψ:

Ψn(w) =
(
βw + β0 +

β1

w
+
β2

w2
+
β3

w3
+ . . .

)n
,

and in analogy with the Faber polynomials Φn define Ψn as the polynomial part of Ψn:

Ψn(w) = b(n)
n wn + b

(n)
n−1w

n−1 + . . .+ b
(n)
1 w1 + b

(n)
0 .

The polynomials Ψn and their coefficients b(n)
k can be calculated symbolically (and therefore explicitly)

in the same way as was done for Φn.
We set

M = max
|w|=1
|Ψ(w)|.

Obviously,
|Ψn(w)| ≤Mn, |w| = 1. (5.2)

From the formula for the Laurent coefficients [23, p. 6, Theorem 1.2] we have

b
(n)
k =

1

2πi

∫
|w|=1

Ψn(w)

wk+1
dw =

1

2πi

∫
|w|=1

Ψn(w)

wk+1
dw, 0 ≤ k ≤ n.

which implies
|b(n)
k | ≤Mn. (5.3)

We consider the function expt(z) = etz. For it, expansion (3.6) looks like

expt(z) =
∞∑
m=0

cm(t)Φm(z).

For the coefficients cm(t), from formula (3.7) we have (due to estimates (5.2) and (5.3), all series
converges absolutely):

expt
(
Ψ(w)

)
=
∞∑
n=0

tnΨn(w)

n!
,

cm(t) =
1

2πi

∫
|w|=1

∑∞
n=0

tnΨn(w)
n!

wm+1
dw

=
∞∑
n=0

tn

n!

1

2πi

∫
|w|=1

Ψn(w)

wm+1
dw

=
∞∑
n=0

tn

n!
b(n)
m =

∞∑
n=m

tn

n!
b(n)
m .
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The series
∑∞

n=m
tn

n!
b

(n)
m converges quickly. Therefore, we can use the approximate formula

cm(t) ≈
N∑

n=m

tn

n!
b(n)
m ,

where N is a large number; in our numerical examples we take N = 20. Numerical experiments show
that for t = 1 the both algorithms give practically the same result.

6 A discrete model of a transmission line

We consider the circuit shown in Figure 5 consisting of n = 150 sections. It is a discrete transmission
line model. We take the following parameters: C = C0/n, L = L0/n, R = R0/n, G = G0/n
(specific values of the constants C0, L0, R0, G0 are given in Figures 6-8). We use the state variable
formulation [33] of the circuit to derive its equations in the form ẋ(t) = Ax(t) + f(t) with the matrix
A of the size 300× 300. The chosen directions of voltages and currents are shown in Figure 5.

Figure 5: A discrete model of a transmission line

Let us assume that an independent voltage source Eleft(t) is connected to the left side, while
the right side is open (the right contacts are disconnected). We take as unknowns the vector UC of
voltages across the inductors and the vector IL of currents through the capacitors. Skipping dull
calculations, we present the final differential equation that describe the considered circuit:

(
U̇C(t)

İL(t)

)
= −

( R0

C0
1 n

C0
(N − 1)

n
L0

(1−NT ) G0

L0
1

)(
UC(t)
IL(t)

)
+


0
. . .

− n
L0
Eleft(t)

. . .
0

 ,

where the nonzero coordinate − n
L0
Eleft(t) in the free term corresponds to the first coordinate of IL,

1 is the identity matrix of the size n× n, and

N =


0 1 . . . 0
. . . . . . . . .
0 0 . . . 1
0 0 . . . 0

 .

Thus the block matrix A has the form

A = −
( R0

C0
1 n

C0
(N − 1)

n
L0

(1−NT ) G0

L0
1

)
. (6.1)
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7 Numerical experiments

Example 1. We compare the approximation of the function z 7→ ez by the 10-th Faber polynomial
generated by the cross with different parameters and the 10-th Taylor polynomial. We take a discrete
model of transmission line (Figure 5) consisting of 150 sections with parameters C0, L0, R0, and G0

shown at the tops of Figures 6-8. We calculate the spectrum of corresponding matrix (6.1) and the
parameters a, b, and c of the corresponding cross that contains the spectrum. We graph the level
curves of the functions

F (z) =
∣∣∣ez − 10∑

k=0

ckΦk(z)
∣∣∣, T (z) =

∣∣∣ez − 10∑
k=0

ec

k!
(z − c)k

∣∣∣. (7.1)

The results are shown in Figures 6-8. We present two level curves: the inner level curve corresponds
to the minimal value CF at which the F level curve surrounds the spectrum σ(A); the outer level
curve corresponds to the minimal value CT at which the T level curve surrounds the spectrum σ(A).
The points of σ(A) are shown by dots.

-2.5 -2.0 -1.5 -1.0 -0.5 0.0

-0.5

0.0

0.5

C0 = 2.5× 102 , L0 = 3.× 102

R0 = 5.55× 102 , G0 = 1.×101

-2.0 -1.5 -1.0 -0.5 0.0
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-0.5

0.0

0.5

1.0

C0 = 2.5× 102 , L0 = 3.× 102

R0 = 5.55× 102 , G0 = 1.×101

Figure 6: The eigenvalues of matrix (6.1) and the level curves of the functions F (left) and T (right)
corresponding to the levels CF = 2.362 · 10−11 and CT = 2.382 · 10−8; CT/CF = 1008.36

Example 2. We consider the circuit with parameters shown in Figure 6 and the corresponding
matrix A. We substitute A into the 10-th Faber polynomial and the 10-th Taylor polynomial, i. e.
we calculate the matrices

EF =
10∑
k=0

ckΦk(A), ET =
10∑
k=0

ec

k!
(A− c1)k.

We also calculate the precise matrix eA using the MatrixExp command from ‘Wolfram Mathemat-
ica’ [34]. The comparison of accuracy gives

‖eA − EF‖ = 4.7 · 10−10, ‖eA − ET‖ = 2.4 · 10−8.

For matrices, we use the norm induced by the Euclidean norm in C2n.
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Figure 7: The eigenvalues of matrix (6.1) and the level curves of the functions F (left) and T (right)
corresponding to the levels CF = 6.795 · 10−10 and CT = 7.259 · 10−8; CT/CF = 106.8
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Figure 8: The eigenvalues of matrix (6.1) and the level curves of the functions F (left) and T (right)
corresponding to the levels CF = 2.114 · 10−11 and CT = 9.84 · 10−9; CT/CF = 465.484

So, we have seen that the Faber polynomials can give higher accuracy than the Taylor ones of
the same order. Of course, the calculation of the Faber polynomials takes more time. But this loss
of time is insignificant compared to subsequent matrix operations.
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1 Introduction

Consider a mapping f = (f 1, . . . , fn) of class W 1
1,loc(Ω;Rn), where Ω is a domain in Rn. Given two

multi-indices I = (i1, . . . , ik) and J = (j1, . . . , jk) of length k ≤ n with i1 < i2 < . . . < ik and
j1 < j2 < . . . < jk, denote the (I, J)-minor of the generalized differential Df of f by

∂f I

∂xJ
= det

(
∂f iα

∂xjβ

)k
α,β=1

.

The following nontrivial property holds for the differentials of Sobolev-class mappings: the ∗-weak
continuity of their minors.

Theorem 1.1. Given a positive integer k ≤ n and some domain Ω ⊂ Rn, consider a sequence
{fm : Ω → Rn} of mappings of class W 1

p,loc(Ω;Rn) bounded in W 1
p,loc(Ω;Rn), where p ≥ k. If the

sequence {fm} converges in L1,loc(Ω;Rn) to some mapping f0, then for every pair of multi-indices
(I, J) of length k the sequence

{
∂fIm
∂xJ

}
converges in the sense of distributions to the (I, J)-minor of

the generalized differential of f0, that is

lim
m→∞

∫
Ω

∂f Im
∂xJ

(x)θ(x) dx =

∫
Ω

∂f I0
∂xJ

(x)θ(x) dx (1.1)

for all functions θ ∈ C∞0 (Ω).
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This property was obtained in the case n = 2 in [2], while in the form presented above it was
established in [15, Chapter II, Lemma 4.9] and [12]. Note that in [15] Theorem 1.1 appears as
a corollary to a claim about the convergence of transported exterior differential k-forms. See [9,
Theorem 8.2.1] as well.

Recall that for 1 < q < ∞ the dual space to the Lebesgue space Lq(D) is the Lebesgue space
Lq′(D), where the Hölder exponent q′ dual to q is determined by the condition 1

q′
+ 1

q
= 1, while the

dual space to L1(D) is the space L∞(D) of essentially bounded functions.
Since the space of C∞0 functions on a domain D b Ω is dense in Lr(D) for each 1 ≤ r <∞, and

the hypotheses of Theorem 1.1 imply that the sequence of minors
{∂fIm
∂xJ

}
is bounded in Lp/k,loc(Ω), we

conclude that for p > k it is not difficult to extend (1.1) to all functions θ ∈ L(p/k)′(Ω) with compact
supports in Ω. The latter means that for p > k the sequence of (I, J)-minors of the differentials
of fm converges weakly in the space Lp/k,loc(Ω) to the (I, J)-minor of the differential of the limit
mapping f0.

At the same time, continuous functions do not constitute a dense subspace in L∞(D). Therefore,
for p = k = n the transition in (1.1) from C∞0 functions to all functions θ ∈ L∞(Ω) with compact
supports in Ω is not obvious. However, that turns out feasible if we assume in addition that the Ja-
cobians are nonnegative: detDfm ≥ 0 almost everywhere. In this case the local uniform integrability
of the sequence {detDfm} established in [13] plays a key role.

Note that the conditions imposed on the sequence {fm} in Theorem 1.1 are equivalent to the
weak convergence of {fm} to f0 in the space W 1

p,loc(Ω;Rn).
The main result of this article is the following generalization of Theorem 1.1 to the case of Carnot

groups, where ν stands for the homogeneous dimension of the group G; see also [20], where a similar
result on Carnot groups is established for sequences of mappings with bounded distortion.

Theorem 1.2. Consider domains Ω, Ω′0, Ω′1, . . . in a two-step Carnot group G and a sequence
{ϕk : Ω → Ω′k}∞k=1 of homeomorphisms of class W 1

ν,loc(Ω;G). Suppose that {ϕk} converges to
some homeomorphism ϕ0 : Ω → Ω′0 locally uniformly in Ω, the sequence {|Dhϕk|}∞k=1 is bounded
in Lν,loc(Ω), and det D̂ϕk ≥ 0 almost everywhere, for k = 1, 2, . . ..

Then the sequence of Jacobians {det D̂ϕk} converges to det D̂ϕ0 weakly in L1,loc(Ω), that is,

lim
k→∞

∫
Ω

θ(x) det D̂ϕk(x) dx =

∫
Ω

θ(x) det D̂ϕ0(x) dx

for each function θ ∈ L∞(Ω) vanishing almost everywhere outside some compact set K ⊂ Ω.

In the case of H-type Carnot groups the local uniform convergence of a sequence {ϕk} of homeo-
morphisms of class W 1

ν,loc(Ω;G), the horizontal differentials of whose terms are bounded in Lν,loc(Ω),
to some mapping ϕ0 is equivalent to the convergence of {ϕk} to ϕ0 in L1,loc(Ω;G) because this
sequence possesses a common local continuity modulus [22].

The weak continuity of minors of the differentials of Sobolev-class mappings is one of the main
arguments when studying the existence of solutions to nonlinear elasticity problems. Namely, it is
related to the possibility of applying Mazur’s lemma to establish the semicontinuity of the functionals
satisfying the polyconvexity condition, which is a generalized convexity condition, see [1], [4], [13],
and [11] for instance.

Even though Theorem 1.2 assumes that the limit mapping ϕ0 is bijective, this variation of The-
orem 1.1 turns out suitable for deriving theorems about the existence of solutions to the model
problems of elasticity on Carnot groups which will be considered by the authors in forthcoming
articles.
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2 Preliminaries

Carnot groups. Recall that a stratified graded nilpotent group or a Carnot group, see [5, Chapter 1]
for instance, is a connected simply-connected Lie group G whose Lie algebra g of left-invariant vector
fields decomposes as a direct sum g = g1 ⊕ g2 ⊕ · · · ⊕ gm of subspaces gi satisfying the conditions
[g1, gi] = gi+1 for i = 1, . . . ,m− 1 and [g1, gm] = {0}. A Carnot group G is called two-step whenever
m = 2.

Fix some inner product in g. The subspace g1 ⊂ g is called the horizontal space of the algebra g,
and its elements are horizontal vector fields. Put N = dim g and ni = dim gi for i = 1, . . . ,m. For
convenience also put n = n1. Fix an orthonormal basis Xi1, . . . , Xini of gi. Since the exponential
mapping

g = exp
( m∑
i=1

ni∑
j=1

xijXij

)
(e),

where e is the neutral element of G, is a global diffeomorphism of g onto G [5, Proposition 1.2], we
can identify the point g ∈ G with the point x = (xij) ∈ RN . Then e = 0 and x−1 = −x. The dilation
δλ specified as δλ(xij) = (λixij) is an automorphism of the group for all λ > 0.

A homogeneous norm on G is a continuous function ρ : G→ [0,+∞) of class C∞(G \ {0}) such
that

(a) ρ(x) = 0 if and only if x = 0;
(b) ρ(x−1) = ρ(x) and ρ(δλx) = λρ(x).
This definition also implies [5, Proposition 1.6] the following properties:
(c) there exists a number c > 0 such that ρ(xy) ≤ c

(
ρ(x) + ρ(y)

)
for all x, y ∈ G;

(d) two arbitrary homogeneous norms are equivalent, that is, given two homogeneous norms ρ1

and ρ2, there are numbers 0 < α ≤ β <∞ such that αρ1(x) ≤ ρ2(x) ≤ βρ1(x) for all x ∈ G.

Example 1. Given some point x = (xij) ∈ G and some index i = 1, . . . ,m, define X(i) ∈ gi as
ni∑
j=1

xijXij. The equality

ρ(x) =
( m∑
i=1

|X(i)|2m!/i
) 1

2m!
, (2.1)

where |X(i)| is the Euclidean norm in gi, defines a homogeneous norm ρ : G→ [0; +∞).

A piecewise smooth curve γ : [a; b] → G is called horizontal whenever γ̇(t) ∈ g1(γ(t)) for almost
all t. The Carnot–Carathéodory distance dcc(x, y) between two points x, y ∈ G is the greatest lower
bound of the lengths

∫ b
a
|γ̇(t)| dt of horizontal curves with endpoints x and y. According to the

Rashevskĭı–Chow theorem, see [7, §0.4, §1.1] for instance, we can connect two arbitrary points with
a piecewise smooth horizontal curve of finite length. The metric dcc and every homogeneous norm ρ
are equivalent: there exist positive constants α and β such that

αdcc(x, y) ≤ ρ(y−1x) ≤ βdcc(x, y). (2.2)

The Lebesgue measure dx on RN is a bi-invariant Haar measure on G and d(δλx) = λνdx, where

ν =
m∑
i=1

i ni is the homogeneous dimension of the group G. The measure is normalized by choosing

its value on the unit ball: |B(0, 1)| = 1. Here B(x, r) = {y ∈ G | dcc(x, y) < r} is a ball with respect
to the Carnot–Carathéodory metric. We denote balls and spheres in the homogeneous norm ρ by
Bρ(x, r) = {y ∈ G | ρ(y−1x) < r} and Sρ(x, r) = {y ∈ G | ρ(y−1x) = r} respectively.
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Example 2. The Heisenberg group Hk = (R2k+1, ∗) with the group operation

(x, y, z) ∗ (x′, y′, z′) =
(
x+ x′, y + y′, z + z′ + x·y′−x′·y

2

)
, x, x′, y, y′ ∈ Rk, z, z′ ∈ R,

is the classical example of a nonabelian Carnot group. Its Lie algebra hk is formed by the vector
fields

Xi =
∂

∂xi
− yi

2

∂

∂z
, Yi =

∂

∂yi
+
xi
2

∂

∂z
, i = 1, . . . , k, Z =

∂

∂z
.

Here hk1 = span{Xi, Yi | i = 1, . . . , k} and hk2 = span{Z}, while the only nontrivial Lie brackets are
[Xi, Yi] = Z for i = 1, . . . , k. The homogeneous dimension of Hk equals ν = 2k + 2.

Sobolev-class mappings. Consider a domain Ω ⊂ G, which is a nonempty connected open
subset of G. The space Lp(Ω), where p ∈ [1;∞), consists of all measurable functions u : Ω → R
integrable to power p. The norm on Lp(Ω) is defined as

‖u | Lp(Ω)‖ =

(∫
Ω

|u(x)|p dx
) 1

p

.

The space L∞(Ω) consists of all measurable essentially bounded functions u : Ω→ R. The norm on
L∞(Ω) is defined as

‖u | L∞(Ω)‖ = ess sup
x∈Ω
|u(x)|,

where ess sup
x∈Ω
|u(x)| is the essential supremum of u. A function u belongs to Lp,loc(Ω), where p ∈

[1;∞], whenever u ∈ Lp(K) for every compact set K ⊂ Ω.
Take some basisX1 = X11, . . . , Xn = X1n of the horizontal space g1. Denote by Πj the hyperplane

{x ∈ G | xj = 0}, for j = 1, . . . , n, where xj = x1j is the horizontal coordinate of the point x = (xij).
The measure dµj = ı(Xj)dx on Πj is determined by the contraction of Xj with the volume form.
Associated to each y ∈ Πj there is the integral line γj(t) = exp(tXj)(y). A mapping ϕ : Ω → M
from some domain Ω ⊂ G into some metric space M is absolutely continuous on almost all lines,
briefly ϕ ∈ ACL(Ω;M), if we can modify it on a measure zero set so that for each j = 1, . . . , n it
becomes absolutely continuous on the integral line {exp(tXj)(y) | t ∈ R} ∩ Ω of the vector field Xj

for µj-almost all y ∈ Πj. Put ACL(Ω) = ACL(Ω;R).
The space L1

p(Ω), where p ∈ [1;∞], consists of all functions u ∈ L1,loc(Ω) ∩ ACL(Ω) with the
classical derivatives1 Xju lying in Lp(Ω) for all j = 1, . . . , n. The seminorm of the function u ∈ L1

p(Ω)

equals ‖u | L1
p(Ω)‖ =

∥∥ |∇hu| | Lp(Ω)
∥∥, where ∇hu = (X1u, . . . , Xnu) =

n∑
j=1

(Xju)Xj is the horizontal

gradient of u. Henceforth, instead of
∥∥ |∇hu| | Lp(Ω)

∥∥ we write ‖∇hu | Lp(Ω)‖.
An equivalent definition of the space L1

p(Ω) relies on the concept of generalized derivative in the
sense of Sobolev: a locally summable function uj : Ω→ R is called the generalized derivative of the
function u ∈ L1,loc(Ω) along the vector field Xj, for j = 1, . . . , n, whenever∫

Ω

uj(x)v(x) dx = −
∫
Ω

u(x)Xjv(x) dx

for every test function v ∈ C∞0 (Ω). A locally summable function u : Ω → R belongs to L1
p(Ω) if

and only if its generalized derivatives uj ∈ Lp(Ω) exist for j = 1 . . . , n. Moreover, uj = Xju almost

1More exactly, the derivatives of a representative of the function u which is absolutely continuous on almost all
integral lines of X1, . . . , Xn. The classical derivatives of this representative exist almost everywhere.
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everywhere, where Xju are the classical derivatives of the function2 u ∈ ACL(Ω), which exist almost
everywhere.

The Sobolev space W 1
p (Ω) consists of all functions u ∈ Lp(Ω) ∩ L1

p(Ω) and is equipped with the
norm

‖u | W 1
p (Ω)‖ = ‖u | Lp(Ω)‖+ ‖u | L1

p(Ω)‖.

Given two Carnot groups G and G̃ and a domain Ω ⊂ G, consider ϕ ∈ ACL(Ω; G̃). Then
Xjϕ(x) ∈ g̃1(ϕ(x)) for almost all x ∈ Ω [14, Proposition 4.1]. The matrix Dhϕ(x) = (Xiϕj), where
i = 1, . . . , n and j = 1, . . . , ñ, determines the linear operator Dhϕ(x) : g1 → g̃1 called the horizontal
differential of ϕ. It is known [18, Theorem 1.2] that for almost all x ∈ Ω the linear operator Dhϕ(x)

is defined and extends to a Lie algebra homomorphism D̂ϕ(x) : g → g̃, which we can also consider
as a linear operator D̂ϕ(x) : TxG→ Tϕ(x)G̃. The norms of both operators satisfy∣∣Dhϕ(x)

∣∣ ≤ ∣∣D̂ϕ(x)
∣∣ ≤ C

∣∣Dhϕ(x)
∣∣, (2.3)

where C depends only on the group structures. Here the norm of D̂ϕ(x) is defined as

sup
{
ρ̃
(
D̂ϕ(x)〈X〉

)
| X ∈ g, ρ(X) ≤ 1

}
, (2.4)

where we put ρ(X) = ρ(exp(X)) and ρ̃(X̃) = ρ̃(ẽxp(X̃)) for X ∈ g and X̃ ∈ g̃ for brevity. Corre-
sponding to D̂ϕ(x), there is the group homomorphism

DPϕ(x) = ẽxp ◦ D̂ϕ(x) ◦ exp−1

known as the Pansu differential, which is the approximative differential of ϕ with respect to the
group structure [18].

Definition 1. The class W 1
p (Ω; G̃) of Sobolev mappings consists of all measurable mappings ϕ ∈

ACL(Ω; G̃) for which ∥∥ϕ | W 1
p (Ω)

∥∥ = ‖ρ ◦ ϕ | Lp(Ω)‖+ ‖ |Dhϕ| | Lp(Ω)‖

is finite. A mapping ϕ belongs toW 1
p,loc(Ω; G̃) whenever ϕ ∈ W 1

p (U ; G̃) for every compactly embedded
domain U b Ω. Henceforth we write ‖Dhϕ | Lp(Ω)‖ instead of ‖ |Dhϕ| | Lp(Ω)‖.

Some equivalent descriptions of Sobolev-class mappings of Carnot groups appeared in [18, Propo-
sition 4.2]. If ϕ ∈ W 1

p (Ω; G̃) then all coordinate functions ϕi for i = 1, . . . , Ñ belong to W 1
p (Ω).

3 Uniform integrability and weak continuity of the determinant of the
Pansu differential

First, we establish the uniform integrability of the Jacobians of a sequence of orientation-preserving
mappings whose horizontal differentials are bounded in Lν,loc. In connection with that we generalize
to the case of Carnot groups the results of paper [16], in which the L logL-norm of an arbitrary
summable function f is estimated via the L1-norm of its maximal function Mf , as well as the
results of paper [13], in which the L1-norm of the maximal function of the Jacobian of an arbitrary
orientation-preserving mapping of class W 1

n is estimated.
2Namely, the derivatives of a representative of the function u which is absolutely continuous on almost all lines.
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In order to reproduce the arguments of paper [16], we extend the widely known Calderon–
Zygmund lemma [3, Lemma 1] to Carnot groups by replacing a system of binary cubes with a suitable
system of Borel sets adequate for the geometry of Carnot groups.

Since in a Carnot group equipped with the Carnot–Carathéodory metric each open ball can be
covered with a finite number, independent of the ball, of open balls of half the radius, [8, Theorem
2.2] directly implies the following lemma3.

Lemma 3.1. Given an arbitrary Carnot group G, there exist collections {xk,i ∈ G}i∈N, for k ∈ Z,
of points and {Qk,i ⊂ G}i∈N, for k ∈ Z, of Borel sets with the following properties:

(1) for all k ∈ Z the collection {Qk,i}i∈N is disjoint and G =
⋃
i∈N

Qk,i;

(2) if m ≥ k then either Qm,j ⊂ Qk,i or Qm,j ∩Qk,i = ∅;

(3) for all k ∈ Z and i ∈ N we have the inclusions

B
(
xk,i, c

1

24k

)
⊂ Qk,i ⊂ B

(
xk,i, C

1

24k

)
,

where c = 1
3
and C = 4.

Proposition 3.1. Given an arbitrary Carnot group G and a nonnegative function f ∈ L1(G), for
every α > 0 the collection {Qk,i | i ∈ N, k ∈ Z} of Lemma 3.1 includes a disjoint subcollection4

Q = {Qj} of Borel sets such that

α ≤ 1

|Qj|

∫
Qj

f(x) dx ≤ 288να for all j, (3.1)

and f(x) ≤ α for almost all x /∈
⋃
j Qj.

Proof. Put Qk = {Qk,i}i∈N for k ∈ Z. Since f is an integrable function and each Qk,i contains a ball
of radius 1

3
· 1

24k
, there is k0 ∈ Z such that

1

|Qk0,i|

∫
Qk0,i

f(x) dx < α

for all i ∈ N. Fix such k0 ∈ Z and an arbitrary i ∈ N. Add to Q the sets Q ∈ Qk0+1 included into
Qk0,i with

1

|Q|

∫
Q

f(x) dx ≥ α.

For these Q claim (3) of Lemma 3.1 yields

1

|Q|

∫
Q

f(x) dx ≤
(24C

c

)ν 1

|Qk0,i|

∫
Qk0,i

f(x) dx ≤ 288να.

Repeat this procedure taking instead of Qk0,i each set Q ∈ Qk0+1 with Q ⊂ Qk0,i still not in Q
while they exist. Continue this process by induction and take the union of the resulting collections
over i ∈ N.

3In Theorem 2.2 of [8] it suffices to put A0 = 1, c0 = 1, C0 = 2, and δ = 1
24 and choose the families {xk,i}i as

maximal δk-sparse sets in (G, dcc). Each of these collections is obviously countable.
4The collection in question can be countable, finite, or empty.
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The construction of the family Q immediately implies that (3.1) holds. It is clear also that if
some set Q ∈ {Qk,i | k ∈ Z, i ∈ N} is disjoint from all sets in Q then 1

|Q|

∫
Q

f(x) dx < α.

Assuming now that y /∈
⋃
Q is a Lebesgue point of the functions fχ(

⋃
Q)c and χ(

⋃
Q)c , verify that

f(y) ≤ α. Since every point z /∈
⋃
Q lies in some Qk,i for all sufficiently large k, it follows that for

arbitrary r > 0 we can express the complement Q(r) = B(y, r) \
⋃
Q as the union of a countable

collection of disjoint sets Qk,i with

1

|Qk,i|

∫
Qk,i

f(x) dx < α.

Their union Q(r) =
⋃
Qk,i also satisfies

1

|Q(r)|

∫
Q(r)

f(x) dx < α.

Since lim
r→0

|Q(r)|
|B(y,r)| = 1 and

1

|B(y, r)|

∫
Q(r)

f(x) dx =
1

|B(y, r)|

∫
B(y,r)

(fχ(
⋃
Q)c)(x) dx→ f(y)

as r → 0, we infer that f(y) ≤ α.

In the following statement we consider the maximal function in the sense of balls B(x, r) = {y ∈
G | dcc(x, y) < r} with respect to the Carnot–Carathéodory metric:

Mf(x) = sup
r>0

1

|B(x, r)|

∫
B(x,r)

|f(y)| dy.

Theorem 3.1. Given an arbitrary Carnot group G, let a function f ∈ L1(G) vanish almost ev-
erywhere outside the ball B = B(0, R). If Mf ∈ L1(2B), then |f | log+ |f | ∈ L1(B). Moreover, we
have ∥∥|f | log+ |f | | L1(B)

∥∥ ≤ CL ·
(
‖Mf | L1(2B)‖+ ‖f | L1(B)‖+R−ν‖f | L1(B)‖2

)
,

where CL depends only on the homogeneous dimension ν of G.

Proof. We may assume that f ≥ 0. Fix α > 0. Choose {Qj} according to Proposition 3.1. Take
z ∈ Qj. By claim (3) of Lemma 3.1, we can choose r > 0 such that the ball B(z, r) includes Qj and
|B(z, r)| < c0|Qj|, where the constant c0 depends only on ν. The definition of the maximal function
and the choice of {Qj} show that

Mf(z) ≥ 1

|B(z, r)|

∫
B(z,r)

f(x) dx >
c−1

0

|Qj|

∫
Qj

f(x) dx ≥ c−1
0 α.

This means that
⋃
j Qj ⊂ {z ∈ G |Mf(z) > c−1

0 α}. Since the collection {Qj} is disjoint, we infer
that5

|{z ∈ G |Mf(z) > c−1
0 α}| ≥

∑
j

|Qj| ≥
288−ν

α

∑
j

∫
Qj

f(x) dx ≥ 288−ν

α

∫
f>α

f(x) dx.

5If for this α > 0 the collection {Qj} is empty then the required inequality is obvious because in this case f ≤ α
almost everywhere.
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Replacing α with c0α, we obtain

|{z ∈ G |Mf(z) > α}| ≥ 288−νc−1
0

α

∫
f>c0α

f(x) dx.

Integrate this over α ∈ (c−1
0 ;∞). Thanks to the Cavalieri–Lebesgue formula, the left-hand side equals∫

Mf>c−1
0
Mf(x) dx. Rearranging the integral in the right-hand side,

∞∫
c−1
0

∫
f>c0α

1

α
f(x) dxdα =

∞∫
1

∫
f>β

1

β
f(x) dxdβ =

∫
f>1

f(x)∫
1

1

β
f(x) dβdx

=

∫
f>1

f(x) log f(x) dx =

∫
G

f(x) log+ f(x) dx,

we arrive at the inequality ∫
G

f(x) log+ f(x) dx ≤ c1

∫
Mf>c2

Mf(x) dx,

where c1 = 288νc0 and c2 = c−1
0 .

In order to estimate
∫

Mf>c2

Mf(x) dx, take z /∈ B; therefore, dcc(z, 0) > R. For t < (dcc(z, 0)−R)

the intersection B(z, t) ∩B is empty. Since the function f vanishes almost everywhere outside B, it
follows that

Mf(z) ≤ ‖f | L1(B)‖(
dcc(z, 0)−R

)ν . (3.2)

Hence, for dcc(z, 0) ≥ Rf = c3‖f | L1(B)‖1/ν+R, where c3 = c
−1/ν
2 , the value of the maximal function

Mf at z is at most c2, and so the set {x ∈ G | Mf(x) > c2} lies in the ball B(0, Rf ). Using (3.2),
we infer that∫
Mf>c2

Mf(x) dx ≤
∫
2B

Mf(x) dx+

∫
B(0,Rf )\2B

Mf(x) dx

≤
∫
2B

Mf(x) dx+
‖f | L1(B)‖

Rν
Rν
f

=

∫
2B

Mf(x) dx+
‖f | L1(B)‖

Rν

(
c3‖f | L1(B)‖1/ν +R

)ν
.

Consider the maximal function defined with respect to some homogeneous norm ρ:

Mρf(x) = sup
r>0

1

Bρ(x, r)

∫
Bρ(x,r)

|f(y)| dy.

Since the Carnot–Carathéodory metric dcc is equivalent to every homogeneous norm, we have

aMf(x) ≤Mρf(x) ≤ bMf(x) for all x,

where the constants a and b depend only on ρ. This implies that Theorem 3.1 remains valid when
we replace Mf by Mρf .
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Definition 2. A sequence of integrable functions {fk} defined on a measurable space X endowed
with some measure µ is called uniformly integrable whenever the sequence of integrals

∫
X

|fk| dµ is

bounded and, given a positive number ε, there is positive δ such that∫
E

|fk| dµ < ε

for all k and all measurable sets E ⊂ X with µ(E) < δ.

By the commensurability of the maximal functionsMf andMρf , Theorem 3.1 and the de la Vallée
Poussin theorem directly imply the following corollary.

Corollary 3.1. Given a domain Ω in an arbitrary Carnot group G and an arbitrary homogeneous
norm ρ on G, if {fk ∈ L1,loc(Ω)} is a sequence of functions such that for each compact set K b Ω
the sequence {Mρ(fkχK)} is bounded in L1,loc(Ω), then the sequence {fk} is uniformly integrable on
every compact subset of Ω.

In the following two statements we denote by ρ homogeneous norm (2.1), while Hν−1 stands for
the spherical Hausdorff measure defined with respect to ρ. The adjoint operator adjD̂ϕ(y) : g → g
is determined by the condition

D̂ϕ(y) · adjD̂ϕ(y) = det D̂ϕ(y) · Id

provided that the determinant of the N × N matrix D̂ϕ(y) is nonzero and extended by continuity
in the topology of RN×N otherwise. Its norm |adjD̂ϕ(y)| is defined by analogy with (2.4).

Lemma 3.2 ([21, Theorem 3.1]). Given a two-step Carnot group G and a bounded domain Ω ⊂ G,
consider ϕ ∈ W 1

ν (Ω;G).
Then for almost all x ∈ Ω and almost all r ∈ (0; distρ(x, ∂Ω)) we have∣∣∣ ∫

Bρ(x,r)

det D̂ϕ(y) dy
∣∣∣ ν−1

ν ≤ CI

∫
Sρ(x,r)

|adjD̂ϕ(y)| dHν−1(y),

where the constant CI is independent of ϕ.

Proposition 3.2. Given a two-step Carnot group G and a bounded domain Ω ⊂ G, consider ϕ ∈
W 1
ν (Ω;G) with det D̂ϕ ≥ 0 almost everywhere. Then for every measurable set K b Ω there is

a constant C(K) independent of ϕ such that

‖Mρ(χK det D̂ϕ) | L1(Ω)‖ ≤ C(K)
(
‖Dhϕ | Lν(Ω)‖

ν
ν−1 + |Ω| · ‖Dhϕ | Lν(Ω)‖

)
.

Proof. Fix a measurable set K b Ω. Put g = χK det D̂ϕ and d = distρ(K, ∂Ω), as well as α = 1
2c
,

and β = 1
6c2

, where c is the constant involved in the generalized triangle inequality. To estimate
1

|Bρ(x,R)|

∫
Bρ(x,R)

g(y) dy, make a brute-force search of the cases.

If x ∈ Ω is an arbitrary point and R > βd, then

1

|Bρ(x,R)|

∫
Bρ(x,R)

g(y) dy ≤ c1(βd)−ν
∫
Ω

det D̂ϕ(y) dy.
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However, if distρ(x,K) > αd and R ≤ βd, then by the choice of α and β the intersection
K ∩Bρ(x,R) is empty, and so 1

|Bρ(x,R)|

∫
Bρ(x,R)

g(y) dy = 0.

Assume now that distρ(x,K) ≤ αd and R ≤ βd. In this case the ball Bρ(x, 2R) lies in Ω, and so
for almost all x with distρ(x,K) ≤ αd and almost all r ∈ (R; 2R) we have( ∫

Bρ(x,R)

g(y) dy
) ν−1

ν ≤
( ∫
Bρ(x,r)

det D̂ϕ(y) dy
) ν−1

ν ≤ CI

∫
Sρ(x,r)

|adjD̂ϕ(y)| dHν−1(y).

Integrate the last inequality over r ∈ (R; 2R), see the coarea formula [10, Theorem 6.1], and divide
by |Bρ(x,R)|. Taking into account the local boundedness of the horizontal gradient of the function ρ
and making some easy rearrangements, we obtain6

( 1

|Bρ(x, r)|

∫
Bρ(x,R)

g(y) dy
) ν−1

ν ≤ C

|Bρ(x, 2R)|

∫
Bρ(x,2R)

|adjD̂ϕ(y)| dy ≤ CMρf(x),

where f = |adjD̂ϕ| ∈ L ν
ν−1

(Ω), while C is a constant independent of ϕ, x and r. Adding the resulting
estimates, we see that

Mρg(x) ≤ C(K)
(
(Mρf(x))

ν
ν−1 + ‖ det D̂ϕ | L1(Ω)‖

)
for almost all x ∈ Ω. Integrating this over x ∈ Ω, we obtain

‖Mρg | L1(Ω)‖ ≤ C(K)
(
‖Mρf | L ν

ν−1
(Ω)‖

ν
ν−1 + |Ω| · ‖ det D̂ϕ | L1(Ω)‖

)
.

It remains to observe that the Hardy–Littlewood theorem [17, Chapter I.3, Theorem 1], Hölder’s
inequality, and (2.3) yield

‖Mρf | L ν
ν−1

(Ω)‖ ≤ C‖adjD̂ϕ | L ν
ν−1

(Ω)‖ ≤ C‖Dhϕ | Lν(Ω)‖,

‖ det D̂ϕ | L1(Ω)‖ ≤ C‖Dhϕ | Lν(Ω)‖.

Corollary 3.1 and Proposition 3.2 directly imply the following statement.

Theorem 3.2. Given a domain Ω in a two-step Carnot group G, if {ϕk : Ω→ G} is a sequence of
mappings of class W 1

ν,loc(Ω;G) such that det D̂ϕk ≥ 0 almost everywhere and the sequence {|Dhϕk|}
is bounded in Lν,loc(Ω), then the sequence {det D̂ϕk} of Jacobians is uniformly integrable on every
compact set K b Ω.

Let us use the following particular case of Theorem 1 of [6].

Lemma 3.3. Consider domains Ω, Ω′0, Ω′1, . . . in RN and a sequence of homeomorphisms {ϕk : Ω→
Ω′k}∞k=1 converging locally uniformly in Ω to some homeomorphism ϕ0 : Ω→ Ω′0.

Then every compact set K b Ω′0 lies in Ω′k for all sufficiently large k, while the sequence {ϕ−1
k }

of the inverse homeomorphisms converges to ϕ−1
0 locally uniformly on Ω′0.

6In these estimates we use the property that the full-dimensional Hausdorff ν-measure and the Hausdorff measure
on the level lines of the function ϕ(y) = ρ(y−1x) considered in [10, Theorem 6.1] are equivalent respectively to the
Lebesgue measure and the Hausdorff measure defined with respect to homogeneous norm (2.1).
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Recall that the space C0(Ω) consists of all continuous functions θ : Ω→ R with compact support
in Ω.

Lemma 3.4. Consider domains Ω, Ω′0, Ω′1, . . . in some Carnot group G and a sequence {ϕk : Ω →
Ω′k}∞k=1 of homeomorphisms of class W 1

ν,loc(Ω;G) such that {ϕk} converges to some homeomorphism
ϕ0 : Ω→ Ω′0 locally uniformly in Ω, the sequence {|Dhϕk|}∞k=1 is bounded in Lν,loc(Ω), and det D̂ϕk ≥
0 almost everywhere, for k = 1, 2, . . ..

Then the sequence {det D̂ϕk} of Jacobians converges ∗-weakly in L1,loc(Ω) to det D̂ϕ0, that is

lim
k→∞

∫
Ω

θ(x) det D̂ϕk(x) dx =

∫
Ω

θ(x) det D̂ϕ0(x) dx

for all functions θ ∈ C0(Ω).

Proof. Since the sequence {|Dhϕk|} is bounded in Lν,loc(Ω), the limit homeomorphism ϕ0 is also of
class W 1

ν,loc(Ω;G) [22, Proposition 3.3].
For all quasi-monotone mappings ϕ ∈ W 1

ν,loc(Ω;G), in particular for all homeomorphisms, we
have the following change-of-variables formula [19, Theorem 4]:∫

D

(u ◦ ϕ)(x) det D̂ϕ(x) dx =

∫
G

u(y)µ(y, ϕ,D) dy, (3.3)

where D b Ω is a compactly embedded subdomain such that |ϕ(∂D)| = 0, while µ(y, ϕ,D) is the
topological degree of the mapping ϕ at y /∈ ϕ(∂D) defined with respect to the domain D, while u is
an arbitrary measurable function such that the function y 7→ u(y)µ(y, ϕ,D) is integrable on G.

According to [19, Theorem 3], all quasi-monotone mappings of class W 1
ν,loc(Ω;G) have Luzin’s N -

property. Hence, for every finite collection of balls Bj b Ω and arbitrary k = 0, 1, . . . the measure of
the set ϕk(∂

⋃
j Bj) vanishes. Consequently, we can put D =

⋃
j Bj in (3.3).

The degree µ(·, ϕ,D) of each homeomorphism ϕ : D → G is a constant on the image ϕ(D) and
equals either 1 or −1. Since det D̂ϕk ≥ 0 almost everywhere on Ω, for k = 1, 2, . . ., we find that (3.3)
applied to the mapping ϕ = ϕk and the functions u = χϕk(D) and D =

⋃
j Bj for k = 1, 2, . . . implies

that µ(y, ϕk, D) = 1 for y ∈ ϕk(D).
Furthermore, the continuity of the degree of a mapping under uniform convergence also implies

that µ(y, ϕ0, D) = 1 for y ∈ ϕ0(D). Now put ϕ = ϕ0 and u = χU in (3.3), where U ⊂ ϕ0(D) is
an arbitrary open set. This yields∫

ϕ−1
0 (U)

det D̂ϕ0(x) dx =

∫
U

µ(y, ϕ0, D) dy = |U | > 0. (3.4)

Since ϕ0 is a homeomorphism, while the open set U ⊂ ϕ0(D) and the balls Bj b Ω which constitute
the subdomain D are arbitrary, (3.4) implies that det D̂ϕ0 is nonnegative almost everywhere on Ω.

Put ψk = ϕ−1
k . For θ ∈ C0(Ω) and k = 0, 1, 2, . . . the change-of-variables formula (3.3) yields7∫

Ω

θ(x) det D̂ϕk(x) dx =

∫
Ω′k

θ(ψk(y)) dy.

7As D we should consider a finite union of compactly embedded balls in Ω covering the support of the function θ.
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Since {ϕk}∞k=1 converges uniformly to ϕ0 on the support of θ, according to Lemma 3.3 the supports
of the functions θ ◦ ψk for all sufficiently large k lie in some compact set K b Ω′0. The uniform
convergence of {ψk} to ψ0 on K implies that

lim
k→∞

∫
Ω

θ(x) det D̂ϕk(x) dx = lim
k→∞

∫
Ω′k

θ(ψk(y)) dy = lim
k→∞

∫
K

θ(ψk(y)) dy

=

∫
K

θ(ψ0(y)) dy =

∫
Ω′0

θ(ψ0(y)) dy =

∫
Ω

θ(x) det D̂ϕ0(x) dx.

Finally, Theorem 3.2 and Lemma 3.4 imply Theorem 1.2 in the standard fashion.
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• Susanna Terracini (University of Turin, Italy)

• Gang Tian (Peking University, China)

• Xiangyu Zhou (Institute of Mathematics, Chinese Academy of Sciences, China)
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Organizing Committee
• Chair: Durvudkhan Suragan, Nazarbayev University, Kazakhstan

• Tolga Etgü, Nazarbayev University

• Bolys Sabitbek, Queen Mary University of London

• Makhmud Sadybekov, Institute of Mathematics and Mathematical Modeling

• Berikbol Torebek, Ghent University

• Nurgissa Yessirkegenov, KIMEP University

• Executive Secretary: Manarbek Makhpal (info@isaac2025.org)

International Advisory Board (ISAAC Board)

• President: Uwe Kähler (University of Aveiro, Portugal)

• Vice President: Joachim Toft (Linnaeus University, Sweden)

• Secretary and Treasurer: Irene Sabadini (Politecnico di Milano, Italy)

• Paula Cerejeiras (University of Aveiro, Portugal)

• Fabrizio Colombo (Politecnico di Milano, Italy)

• Anatoly Golberg (HIT Holon Institute of Technology, Israel)

• Michael Kunzinger (University of Vienna, Austria)

• Vladimir Mityushev (Pedagogical University Krakow, Poland)

• Zouhair Mouayn (Université Sultan Moulay Slimane de Beni-Mellal, Morocco)

• Marcelo Rempel Ebert (Universidade de Sao Paulo, Brazil)

• Michael Ruzhansky (Ghent University, Belgium)

• Mitsuru Sugimoto (Nagoya University, Japan)

• Michael Reissig (TU Bergakademie Freiberg, Germany)

• Ville Turunen (Aalto University, Finland)

• Jasson Vindas (Ghent University, Belgium)

• Jens Wirth (University of Stuttgart, Germany)

• Man Wah Wong (York University Toronto, Canada)

• Claudia Garetto (Queen Mary University of London, United Kingdom)

• Robert Pertsch Gilbert (University of Delaware, United States)

• Massimo Lanza de Cristoforis (University of Padova, Italy)

Organizing Committee E-mail: info@isaac2025.org

mailto:info@isaac2025.org
mailto:info@isaac2025.org
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Sessions

Each session operates independently. ISAAC recommends allocating 25-30 minutes for invited speak-
ers and 15-20 minutes for contributed speakers. Participants are encouraged to present no more than
two presentations per session.

List of Sessions
1. Advances in Nonlinear Analysis

2. Analysis and Mathematical Finance

3. Application of Dynamical Systems Theory in Biology

4. Beyond Nodes and Edges: The Power of Complex Networks in Modeling Real-World Systems

5. Complex Analysis and Partial Differential Equations

6. Complex Variables and Potential Theory

7. Computational and Applied Mathematics

8. Constructive Methods in Boundary Value Problems and Applications

9. Function Spaces and their Applications to Nonlinear Evolutional Equations

10. Fractional Calculus and Fractional Differential Equations

11. Generalized Functions and Applications

12. Harmonic Analysis and Partial Differential Equations

13. Integral Transforms and Reproducing Kernels

14. Inverse Problems and Artificial Intelligence

15. Methods of Analysis in the Research of the Geometry of Pseudo-Euclidean Spaces and their Generalization

16. Modern Problems of Fractional Order Differential Equations

17. Partial Differential Equations on Curved Spacetimes

18. PDEs, Dynamical Systems and Nonlinear Analysis

19. Pseudo Differential Operators

20. Quaternionic and Clifford Analysis

21. Recent Advances in Analysis of Nonlinear Dispersive PDEs

22. Recent Progress in Evolution Equations

23. Recent Progress in Functional Inequalities and Applications

24. Several Complex Analysis

25. Wavelet Theory and its Related Topics

26. Contributed Talks (Open Session)
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Registration

Those wishing to participate please follow the steps below:

1. Register at the conference web page: https://isaac2025.org

2. Transfer the registration fee via cashless payment. The registration fees for the event are structured
as follows:

Registration Fees

Table 1: Registration Fees
Category Time Period EUR KZT

ISAAC Members Before April 30, 2025 150 82,500
From May 1, 2025 200 110,000

Non-Members Before April 30, 2025 200 110,000
From May 1, 2025 250 137,500

Students Before April 30, 2025 80 44,000
From May 1, 2025 130 71,500

Participants from Developing Countries Before April 30, 2025 80 44,000
From May 1, 2025 130 71,500

The registration fee covers all usual expenses related to the conference, including conference materials,
schedules of talks, and coffee breaks.

Deadlines

To ensure your participation in the event, please take note of the following important deadlines:

• May 31, 2025: Plenary lecturers and thematic session lecturers should submit or update their
title and abstract through the registration form.

• June 5, 2025: Acceptance notifications for Contributed Lectures will be sent out.

• June 23, 2025: Deadline to provide booking information.

Accommodation

Hotels Nearby the Nazarbayev University in Astana

1. Wyndham Garden Astana

2. Hampton by Hilton Astana Triumphal Arch

3. Hilton Garden Inn Astana

4. Eco Apart Hotel Astana

5. E-lite Meatador

https://isaac2025.org
https://wyndhamgardenastana.com/
https://www.hilton.com/en/hotels/tsekzhx-hampton-astana-triumphal-arch/
https://www.hilton.com/en/hotels/tseakgi-hilton-garden-inn-astana/
https://eco-apart-hotel-astana.hotelsastana.kz/ru/
https://elitemeatador.kz/
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Satbayev Travel Grants for Young Mathematicians

Eligibility Criteria

• Age limit: 35 years or younger at the time of application.

• Active mathematician in analysis, its applications, and computation (or a related field).

• Ability to articulate the potential benefits of attending the ISAAC Congress.

Grant Details

• Grants will be awarded to qualified mathematicians based on their submitted applications.

• Each successful applicant will receive financial support to cover travel costs and a per diem of
up to 500 USD.

• Registration fees will be covered by ISAAC. Accommodation will be provided by the local
organizers.

Application Process

• Prepare a well-crafted curriculum vitae (CV) highlighting your educational background,
academic achievements, publications, and relevant experience.

• Prepare a letter of support: a brief letter from your supervisor (for graduate students) or from
the applicant (for PhD holders) outlining the importance of attending the congress.

• Submit your CV and letter of support via email to isaac2025.grants@math.kz by March 31,
2025.

Contact Information

Organizing Committee
School of Science and Humanities, Nazarbayev University
Qabanbay Batyr Ave 53, Astana 010000, Kazakhstan
E-mail: info@isaac2025.org
Website: https://isaac2025.org

We encourage you to share this information with interested colleagues. We look forward to
welcoming you to Astana for an engaging and fruitful congress.

Warm regards,

mailto:isaac2025.grants@math.kz
mailto:info@isaac2025.org
https://isaac2025.org
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Prof. Durvudkhan Suragan
Chairman of the Organizing Committee
Nazarbayev University

Dr. Bolys Sabitbek
Member of the Organizing Committee
Queen Mary University of London
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