EURASIAN MATHEMATICAL JOURNAL
ISSN 2077-9879
Volume 3, Number 4 (2012), 23 - 34

ON DIRECT VARIATIONAL FORMULATIONS
FOR SECOND ORDER EVOLUTIONARY EQUATIONS
S.A. Budochkina, V.M. Savchin

Communicated by V.I. Burenkov

Key words: potential operator, Gateaux derivative, Euler-Lagrange equations.
AMS Mathematics Subject Classification: 47G40, 7T0HO03.

Abstract. The existence of direct variational formulations for a wide class of second
order evolutionary equations is investigated.

1 Introduction

Consider the following operator equation

N('LL) = Fgwutt + Flu,tut + (Q(t, U) = ()V, (11)
u € [¢ : U = u = u Uy = U.
= =V, 0, U1 ) t t lt ) tt th

Here Vt € [to, t1], Vu € Uy Py : Uy — Vi (i = 1,2) are linear operators; @ : [to, t1] X
Uy — Vi is an arbitrary operator; D(N) is a domain of definition of the operator
N:D(N)CU —V;U = C*Ito, t1); U1), V = C([to, t1]; V1), Uy, V4 are linear normed
spaces, Uy C V7.

Assume that for every t € (to,t1) and g(t),u(t) € Uy the function Py, .g(t) is
continuously differentiable and Py, ;g(t) is twice continuously differentiable on (%o, ).

Any function u € D(N) is called a solution of problem (1.1) if it satisfies equation
(1.1).

In the sequel, we shall write
N(U) = P2uutt + Pluut + Q(U) = 0V7

bearing in mind that the operators Py, P5, and () may also depend on t.

First let us introduce the following concepts. Let N be an operator such that its
domain of definition D(N) C U and the range of values R(N) C V, where U and V
are linear normed spaces over R, i. e.

N(u) =, ueU, velV.
If there exists the limit

SN(u, ) = lim ~{N(u+h) — N(u)},  ue D(N), (u+ch)eD(N), (12)

e—0 g
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then it is called the Gateaux variation of the operator N at the point w or the first
variation of the operator N at the point w.

N (u, h) is homogeneous with respect to h : 6N (u, A\h) = AdN (u, h), but the oper-
ator 0N (u, ) : U — V is not always additive with respect to h.

If 6N(u,h) is a linear operator with respect to h, when w is a fixed element of
D(N), then we say that the operator N is Gateaux differentiable at the point w. The
expression 0N (u, h) is called the Géateaux differential and denoted by DN (u, h). In this
case we shall also write DN (u, h) = N h and say that V], is the Gateaux derivative of
operator N at the point w.

If N is a linear operator then N/ h = Nh, i. e. the Gateaux derivative of the linear
operator coincides with it.

Further assume that for any given operator N : D(N) C U — V there exists its
Gateaux derivative at any point u € D(N). The domain of definition D(N]) consisits
of elements h € U such that (u+ eh) € D(N) for all € sufficiently small. In this case
h € D(N]) is called an admissible element.

If the Gateaux derivative of the operator N exists, then the following equality holds

N(u+eh) = N(u) +eN,h+ r(u,ch), u € D(N), (1.3)

where for any fixed element h € D(N))

e—0 £

If the Gateaux derivative of the operator N is known and 0y € D(N), then

/ L udt + N(0y). (1.4)

Note that for any linear operator N, which may depend on u in a nonlinear way,
the Gateaux derivative is defined by

N Nu € - Nu
N'(g; h) = lim —~wtehd — Tul (1.5)
e—0 £
The second Géateaux derivative N, of the operator N is given by
2
N/ (hy, hy) = N(u+ e'hy + e2ho)|a—co—p. (1.6)

O0eloe?
In the most of applications NV satisfies the symmetry condition
N/ (hy, hg) = N//(ha, hy).

Now we need some notation and notions for bilinear forms and potential operators.
Definition 1. A mapping ®(-,) : V x U — R is said to be a bilinear form if it is
linear with respect to every argument.
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Definition 2. A bilinear form ®(-,-): V x V — R is called symmetric if
®(v,g) = ®(g,v) Vg,v eV,

Consider a bilinear form
t1
@(-,-)E/<-,->dt:V><U—>R (1.7)

to

such that the bilinear mapping ®4(+,-) = < -, > satisfies the following conditions:
<(t), va(t) > = < wa(t), v1(t) > Yoy (t), va(t) € V1, (1.8)

Dy <o(t),g(t) > = < Dw(t),g(t) > + < wv(t), Dig(t) > Yo, g € C'([to, t1]; Un).
(1.9)
If v =o(xt),r € QC R tE (t,t1),U; = Vi = C(Q), then we can take for
example

<v,g> /v dx. (1.10)
)

Definition 3. The operator N : D(N) C U — V is said to be potential on the set
D(N) with respect to the bilinear form ®(-,-) : V x U — R, if there exists a functional
Fy : D(Fy) = D(N) — R such that

§Fy[u,h] = ®(N(u),h)  Vu € D(N), Vhe D(N.).

The functional Fy is called the potential of the operator N, and in its turn the
operator N is called the gradient of the functional Fl. In this case we shall write
N = gradeFy.

An element u € D(N) such that 6 Fiy[u,h] =0 Vh € D(N]), is said to be a critical
point of the functional Fy.

The following theorem is needed in the sequel.

Theorem 1.1. [3, 5] Consider the operator N : D(N) C U — V and the bilinear
form ®(-,-) : V. x U — R such that for any fixed elements w € D(N), g,h € D(N))
the function 1 (g) = ®(N(u+eh), g) belongs to the class C1[0,1]. For N to be potential
on the convex open set D(N) with respect to ® it is necessary and sufficient that

O(N'h,g) = ®(N'g,h)  Yue D(N), VYg,he D(N). (1.11)

Under this condition the potential F}y is given by

Fylu] = /(ID(N(uo A — ), 1 — 1) A\ + Fi[ug), (1.12)

where uj is a fixed element of D(V).
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2 Main results
Denoting by (...)* the operator adjoint to the operator (...), we shall prove

Theorem 2.1. Suppose that Df = —D; on D(N]); then for operator (1.1) to be
potential on D(N) with respect to bilinear form (1.7) it is necessary and sufficient that
on D(N))

Py, — Py, =0, (2.1)
Py (- up) = 0, (2.2)
OP;
ot
P OPL .
— = “ — =0 24

ap*u / 8P*é y , , N
‘( ot ) () = 2 () + Pro(iw) + Ply(us) = [P (ui ) =0, (2:5)

Py (w; ) — Poy (5 ) — [Py, (uws -)]" = 0. (2.6)
VUED(N), vVt € [to,tl].
Proof. Using (1.1) and (1.5), we get

In this case (1.11) can be written in the form

t1
/ < PQuhtt + Péu(utt, h) + Pluht -+ Pllu(ut, h) -+ Q;h,g > dt

to

t1

= / < Pyugit + Py, (us; 9) + Pruge + P, (us; 9) + Qlg,h > dt,

to
or

t1
/{< P2uhtt -+ Péu(utt, h) -+ Pluht + P{u(ut, h) + Q;h,g >
to

— < Di(Pyh) + [Py (ue; )]"h = Do(Py,h) + [P, (ues ) "h + Qirh, g >}dt =0 (2.7)

Yu € D(N), Vg,he€ D(N,).
Taking into account the second Gateaux derivative, we obtain

OF%
D}(Pj,h) = Dy[Dy(P3,h)] = Dy | Py, hy + th + Py (hywy)
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OP; 0Py, op;,\

u
*/

OP.
+ P (s wa) + — 2 (b w). (2.8)

From (2.8), (2.7) we get the following:
ty
/ < P2uhtt ‘I— Péu(utt, h) + Pluht + P{u(ut, h) + quh — P;uhtt — 2

to

oP;,
ot

hy

0*P; orP:\’
—2Py (hy; ug) — 8—1522uh — ( afu) (h;ug) — Py (h;ug; ug) — Py (b uge)

aP;
(hsue) = [Py (s )]"h + Pl + =t h 4 Pry(hsw) = [P (us )] h

0Py,
ot
—Q*h, g > dt =0.

Thus condition (2.7) is represented in the form

t1
OP;
[ <t B Dt (Pu—22 —apgu) + 1)

to

0Py, (0P
+ Py, (wg; -) + Pp,(ug; ) + Qy — - (—QU

/
ot ) (‘;Ut) - P;qi/(';ut;ut)

ot?
ap*/ aP*
— Py (s ue) — 72“(';?%) — [Py, (st )" + atlu + PR (s ue) — [Py (us )]
Q¥ h,g > dt =0 Vu € D(N), Vg,h € D(N,).
This is fulfilled identically if and only if

0Py,
ot

0?P; 0P
+ Py, (wy; -) + Pp,(ug; ) + Qy — - (—QU

/
ot ) (‘5“1:) - P;q;/(';ut;ut)

ot?
! x

Py e) — O ) — [Py o )+ O Py ) — [Pl )

—Q |h =0y VYu € D(N), Vhe D(N)).
The necessary and sufficient conditions for this equality to be valid are that conditions
(2.1) - (2.6) hold. m
Remark 1. By (2.1), (1.4), and (2.2) it follows that

1 1
Po,h — Pyyh = /%P%uh de = /Pésu(h; u)de =0,
0 0

i.e. the operator P, does not depend on u on D(N)).
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Therefore conditions (2.1) - (2.6) are equivalent to the following ones:

ot
0*P, aPM .
- L= 2.11
atQ Q Q ( )
— Py, (5 w) + Plu(utﬂ ) = [P (ug )" =0, (2.12)
Py, (uges ) — [Poy (w; -)]" = 0. (2.13)

Theorem 2.2. If Df = —D; on D(N}), then conditions (2.1) — (2.6) hold if and only
if equation (1.1) can be represented in the form

N(U) = P2uutt + Pluut + Q(U) (214)
. L OR OR 9°R
= (=R — R))uy + (R}, — R}, — 2(‘9_752)ut + grade, Blu] — 8_151< u) + 8t22u =0y
Vu € D(N).

The operators Ry, Ro, B are defined by

(I)(:R1<U>,Ut) = // < —Ph]()\)(u — UQ>, au@(t/\) > dAdt, (215)
:RZUt,Ut // < P2 Uot) aa(t)\> > d)\dt, (216)

1
P, 2
Blu] = / < Q(a(N)) + )\a gg(/\) (u—ug) — )\%(u —up),u —ug > dX,  (2.17)

0

where  U(\) =up + Mu —ug); up is a fized element of D(N).

Proof. If Df =—D, on D(N]) and conditions (2.1) - (2.6) hold, then by The-
orem 2.1 it follows that operator (1.1) is potential with respect to (1.7). This implies
that we can construct the corresponding functional.

i-f]

ou(N)
ot '

(A
<P2u() 8t2)U—U0>

+ < Py u—ug >+ < Q(u(N),u —ug >| dAdt + Fylug).
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Let us consider the integral

02 ii(\
o] = // < PM(A)%,U — ug > dAdt.

Since Dy is skew-symmetric, we obtain

t1 1
= // < Poaonyuo, + APoq(ny (U — o, ), u — ug > dAdt
to O
t1 1
= // |:< PQ'I]()x)uOttvu
to O
0Py
— < Mug — ug,), #(/\)(u — up) + Paaoyy (uy — uo,) >} d\dt
P 9%P
// |:P2u()\)u0tt7 —up > + < AMu — up), ai;(/\) (u —ug) >
to
OPaq(
+ < 2\ (u — ), o (ur — uo,) > + < Mu — o), Paany(uee — uo,,) >| dAdt
021 )\
R
0% Py 0Py
+ A< 8;2()\)( ug) + 2 ato‘) (ug — ug,), u — ug >] d\dt
8P ou(\ ou(\
//|: 2 —Uo), a<t)>—<P2(Ut—U0t),%>
0*P. oP.
+A< 822( )+2a—;( — ug,), u — g >} d\dt.
For the integral f f < Praoy at ),u —ug > d\dt we have

to O

t1 1

= // [< Pla(A)UQt,U —Uy >+ < >\P1ﬂ()\)(ut — uot),u — Ug >] d\dt

t1 1

= // [< Pla(A)U,Ot,'U/ — Uy > — < )\(U — Uo) Dt(P (u — UO)) >] d\dt.

to O

29
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Further note that

ot
e i , i(\
+28_t2( — Up,) — 575( )(u —ug) — Prapy (ur — uo,) — Piay (u . a(t )) .
Consequently,

2
P
// [< Praoyuo,, w —ug > — < AMu — up), a@t; (u—ug) >

(9P2

o 0P
ot

ot
du(N)
ot

— < AMu—wuy),2 —up,) > +A < (u—up), u —uy >

+ < AP (e — ug,) + API’&(/\) (u — Up; ) , U — U >] ddt.

Taking into consideration (2.12), we get

///\<P’ ( —uo;a%(:\)),u—uo>d/\dt
//)\ < Fran ( ;tA);u_uo)_[ 1) <8a8—2>\)§-)]*(u—uO),U—uo>d/\dt

://)\<P1’a(/\) (aua—(lf)\);u—u())— Ta) (aua—f\);u—uo),u—uo>d)\dt20,
to O

ie.
I Dii(N) P
u i
Ji[u] = // {< Praoy g U o> +A < (;t()‘) (u—up),u —ug >
to O
82P2 a 2
—A<2 5 (u—up), u —uy > )\<25( — Up, ), U — U >}d)\dt.
Hence
o oii( 9ii(
Fylu] = // [< — Py (uy — uo,), ua(t ) > — < Pryony(u — u), 1;9(15 ) >
to O
0P, ou () 0? Py

+<E(u—u0), T > -\ < 5 (u—wup),u —ug >
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0P\
ot

Using (2.15) - (2.17), we get

dXdt + Fy[ug).

+ < Qa(N) + A (U —up), u —up >

t1

Fy[u] = / [< Roug, up > + < Ry(u) — %u,ut > —i—B[u]} dt + Fy[ug). (2.18)

to

It is easy to show that
t1
6FN[U, h] = / [< fRth + Rlluh, up > + < Rgut + :Rl(U), ht >
to
ORs

OR
- < Wh’ut > — < 8_t2u’ht > + < gradg, Blu], h >

dt

t1

oR; OR
= / |:< —a_tzut,h> — <R;Utt,h> — < a—:ut7h> — < Rgutt,h>

to

IR OR\ "
+ <fR,1*uUt,h> — < a—t1<U),h> — <9Q'1uut,h> — (a_tz) Ut,h>

0*R,y OR,
+ < Wu,h >4 < Wut’h > + < gradg, Blu], h >] dt
t1

— [ < (R R+ (R, - R, 2

to

OR;
ot

Juy

t1
2
+ (gmd@lB[u] — %(u) + aaizu) Jh > dt = / < N(u),h > dt

to

Yu € D(N),¥h € D(N).

Thus, the sufficiency of representation (2.14) is proved. On the other hand, if
D; = —D; on D(N)) and equation (1.1) can be represented in the form (2.14), then

P2 - —:R,Q - :R;, (219)
oR;
P o=R* _ R _9 72 2.2
1u :Rlu :Rlu ot ( O)
B ORy D?Ry
Q(u) = grade, Blu] — W(u) + 5z U (2.21)

O
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Remark 2. If 0y € D(N), then the operators Ry, Ry can be found by formulas

1
< Ry(u),uy >= / < = APy u, up > dA,
0

1
< Roug, up >= / < = ABPyug, up > dA.
0

In the case of bilinear mapping (1.10) we have

1

le(u) = /—/\Pl,\uud/\,

0

1
RQ = _§P27

Example. Consider the following partial differential equation:
N(u) = ugy + 2001ty + Uszee + V2 () Uge + BV (H)u, = 0, (2.22)

(x,t) € Qr = (a,b) x (0,7T),

where 3 is a constant, v(t) is a fixed function and wu(z,t) is the unknown function.
We denote by D(N) the domain of definition of the operator N in (2.22):

D(N)={u €U =Ci;(@Qr) : ulimo = $1(2), utlio = d2(x) (z € (a,1)), (2.23)

Ulg—a = V1(1), Ulg=p = Vo(t) (t € (0,T)},

where ¢;,; (i=1,2) are given functions.
We denote V' = C(Qr) and determine the bilinear form ®(-,-) : V x U — R by
setting

T b
O (v, g) ://v(x,t)g(x,t) dxdt. (2.24)

Let us note that equation (2.22) has the structure of equation (1.1). Indeed, in this
case

P, =1, Py =2pv(t)D,, Q(U) = Uggae + V() Uy + BV (#)Uy.
Let us show that conditions (2.1) — (2.6) are satisfied. We have

(
(2.2) = 0=0,

(2.3) = 28v(t)D, — 26v(t)D, = 0,

(24) = =260 (t)D, + D: +v*(t)D2 + pv'(t) D, — DL —v*(t)D? + B/ (t) D, = 0,
(2.5) = 0=0,

(2.6)
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Hence, equation (2.22) can be represented in the form of the Euler-Lagrange equa-
tion. Further, using (2.15) — (2.17) one obtains

b
Ro=—3l. Ri=—pul0De Bl = [{uk — 02} do

Thus, the potential of the operator N in (2.22) can be written in the form

T

b
Falu] = % / / (=2 — 280(t)uguy + 2, — (02} dadt + Fyluo.  (2.25)
0 a

Let us note that potential (2.25) can be used to obtain an infinite number of first
integrals of the given equation (2.22).
Suppose that u € C’ifo(QT), then the first integrals of (2.22) are

p k
2 +1u

L] :/(—ut ~ Bolt)u) Sarpydr, (F=0.1,2,.)

a

(see [7]).
This paper can be considered as a continuation of [4].
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