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Aims and Scope

The Eurasian Mathematical Journal (EMJ) publishes carefully selected original research
papers in all areas of mathematics written by mathematicians, principally from Europe and
Asia. However papers by mathematicians from other continents are also welcome.

From time to time the EMJ publishes survey papers.
The EMJ publishes 4 issues in a year.
The language of the paper must be English only.
The contents of EMJ are indexed in Scopus, Web of Science (ESCI), Mathematical Reviews,

MathSciNet, Zentralblatt Math (ZMATH), Referativnyi Zhurnal � Matematika, Math-Net.Ru.
The EMJ is included in the list of journals recommended by the Committee for Control

of Education and Science (Ministry of Education and Science of the Republic of Kazakhstan)
and in the list of journals recommended by the Higher Attestation Commission (Ministry of
Education and Science of the Russian Federation).

Information for the Authors

Submission. Manuscripts should be written in LaTeX and should be submitted elec-
tronically in DVI, PostScript or PDF format to the EMJ Editorial O�ce via e-mail
(eurasianmj@yandex.kz).

When the paper is accepted, the authors will be asked to send the tex-�le of the paper to
the Editorial O�ce.

The author who submitted an article for publication will be considered as a correspond-
ing author. Authors may nominate a member of the Editorial Board whom they consider
appropriate for the article. However, assignment to that particular editor is not guaranteed.

Copyright. When the paper is accepted, the copyright is automatically transferred to the
EMJ. Manuscripts are accepted for review on the understanding that the same work has not
been already published (except in the form of an abstract), that it is not under consideration
for publication elsewhere, and that it has been approved by all authors.

Title page. The title page should start with the title of the paper and authors' names (no
degrees). It should contain the Keywords (no more than 10), the Subject Classi�cation (AMS
Mathematics Subject Classi�cation (2010) with primary (and secondary) subject classi�cation
codes), and the Abstract (no more than 150 words with minimal use of mathematical symbols).

Figures. Figures should be prepared in a digital form which is suitable for direct reproduc-
tion.

References. Bibliographical references should be listed alphabetically at the end of the ar-
ticle. The authors should consult the Mathematical Reviews for the standard abbreviations of
journals' names.

Authors' data. The authors' a�liations, addresses and e-mail addresses should be placed
after the References.

Proofs. The authors will receive proofs only once. The late return of proofs may result in
the paper being published in a later issue.

O�prints. The authors will receive o�prints in electronic form.
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Publication Ethics and Publication Malpractice

For information on Ethics in publishing and Ethical guidelines for journal publi-
cation see http://www.elsevier.com/publishingethics and http://www.elsevier.com/journal-
authors/ethics.

Submission of an article to the EMJ implies that the work described has not been published
previously (except in the form of an abstract or as part of a published lecture or academic
thesis or as an electronic preprint, see http://www.elsevier.com/postingpolicy), that it is not
under consideration for publication elsewhere, that its publication is approved by all authors
and tacitly or explicitly by the responsible authorities where the work was carried out, and
that, if accepted, it will not be published elsewhere in the same form, in English or in any
other language, including electronically without the written consent of the copyright-holder. In
particular, translations into English of papers already published in another language are not
accepted.

No other forms of scienti�c misconduct are allowed, such as plagiarism, falsi�-
cation, fraudulent data, incorrect interpretation of other works, incorrect citations,
etc. The EMJ follows the Code of Conduct of the Committee on Publication
Ethics (COPE), and follows the COPE Flowcharts for Resolving Cases of Suspected
Misconduct (http : //publicationethics.org/files/u2/NewCode.pdf). To verify origi-
nality, your article may be checked by the originality detection service CrossCheck
http://www.elsevier.com/editors/plagdetect.

The authors are obliged to participate in peer review process and be ready to provide
corrections, clari�cations, retractions and apologies when needed. All authors of a paper should
have signi�cantly contributed to the research.

The reviewers should provide objective judgments and should point out relevant published
works which are not yet cited. Reviewed articles should be treated con�dentially. The reviewers
will be chosen in such a way that there is no con�ict of interests with respect to the research,
the authors and/or the research funders.

The editors have complete responsibility and authority to reject or accept a paper, and they
will only accept a paper when reasonably certain. They will preserve anonymity of reviewers
and promote publication of corrections, clari�cations, retractions and apologies when needed.
The acceptance of a paper automatically implies the copyright transfer to the EMJ.

The Editorial Board of the EMJ will monitor and safeguard publishing ethics.
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The procedure of reviewing a manuscript, established
by the Editorial Board of the Eurasian Mathematical Journal

1. Reviewing procedure
1.1. All research papers received by the Eurasian Mathematical Journal (EMJ) are subject

to mandatory reviewing.
1.2. The Managing Editor of the journal determines whether a paper �ts to the scope of

the EMJ and satis�es the rules of writing papers for the EMJ, and directs it for a preliminary
review to one of the Editors-in-chief who checks the scienti�c content of the manuscript and
assigns a specialist for reviewing the manuscript.

1.3. Reviewers of manuscripts are selected from highly quali�ed scientists and specialists
of the L.N. Gumilyov Eurasian National University (doctors of sciences, professors), other
universities of the Republic of Kazakhstan and foreign countries. An author of a paper cannot
be its reviewer.

1.4. Duration of reviewing in each case is determined by the Managing Editor aiming at
creating conditions for the most rapid publication of the paper.

1.5. Reviewing is con�dential. Information about a reviewer is anonymous to the authors
and is available only for the Editorial Board and the Control Committee in the Field of Ed-
ucation and Science of the Ministry of Education and Science of the Republic of Kazakhstan
(CCFES). The author has the right to read the text of the review.

1.6. If required, the review is sent to the author by e-mail.
1.7. A positive review is not a su�cient basis for publication of the paper.
1.8. If a reviewer overall approves the paper, but has observations, the review is con�den-

tially sent to the author. A revised version of the paper in which the comments of the reviewer
are taken into account is sent to the same reviewer for additional reviewing.

1.9. In the case of a negative review the text of the review is con�dentially sent to the
author.

1.10. If the author sends a well reasoned response to the comments of the reviewer, the paper
should be considered by a commission, consisting of three members of the Editorial Board.

1.11. The �nal decision on publication of the paper is made by the Editorial Board and is
recorded in the minutes of the meeting of the Editorial Board.

1.12. After the paper is accepted for publication by the Editorial Board the Managing
Editor informs the author about this and about the date of publication.

1.13. Originals reviews are stored in the Editorial O�ce for three years from the date of
publication and are provided on request of the CCFES.

1.14. No fee for reviewing papers will be charged.

2. Requirements for the content of a review
2.1. In the title of a review there should be indicated the author(s) and the title of a paper.
2.2. A review should include a quali�ed analysis of the material of a paper, objective

assessment and reasoned recommendations.
2.3. A review should cover the following topics:
- compliance of the paper with the scope of the EMJ;
- compliance of the title of the paper to its content;
- compliance of the paper to the rules of writing papers for the EMJ (abstract, key words

and phrases, bibliography etc.);
- a general description and assessment of the content of the paper (subject, focus, actuality

of the topic, importance and actuality of the obtained results, possible applications);
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- content of the paper (the originality of the material, survey of previously published studies
on the topic of the paper, erroneous statements (if any), controversial issues (if any), and so
on);

- exposition of the paper (clarity, conciseness, completeness of proofs, completeness of bib-
liographic references, typographical quality of the text);

- possibility of reducing the volume of the paper, without harming the content and under-
standing of the presented scienti�c results;

- description of positive aspects of the paper, as well as of drawbacks, recommendations for
corrections and complements to the text.

2.4. The �nal part of the review should contain an overall opinion of a reviewer on the
paper and a clear recommendation on whether the paper can be published in the Eurasian
Mathematical Journal, should be sent back to the author for revision or cannot be published.
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This issue contains the �rst part of the collection of papers

sent to the Eurasian Mathematical Journal dedicated to

the 70th birthday of Professor R. Oinarov.

The second part of the collection will be published in

Volume 8, Number 2.



RYSKUL OINAROV

(to the 70th birthday)

On February 26, 2017 was the 70th birthday of Ryskul Oinarov, mem-
ber of the Editorial Board of the Eurasian Mathematical Journal, pro-
fessor of the Department Fundamental Mathematics of the L.N. Gumi-
lyov Eurasian National University, doctor of physical and mathematical
sciences (1994), professor (1997), honoured worker of education of the
Republic of Kazakhstan (2007), corresponding member of the National
Academy of Sciences of the Republic of Kazakhstan (2012). In 2005 he
was awarded the breastplate �For the merits in the development of science
in the Republic of Kazakhstan�, in 2007 and 2014 the state grant �The
best university teacher�, in 2016 the Order �Kurmet� (= �Honour�).

R. Oinarov was born in the village Kul'Aryk, Kazalinsk district, Kyzy-
lorda region. In 1969 he graduated from the S.M. Kirov Kazakh State University (Almaty).
Starting with 1972 he worked at the Institute of Mathematics and Mechanics of the Academy of
Sciences of the Kazakh SSR (senior engineer, junior researcher, senior researcher, head of a lab-
oratory). In 1981 he defended of the candidate of sciences thesis �Continuity and Lipschitzness
of nonlinear integral operators of Uryson's type� at the Tashkent State University of the Uzbek
SSR and in 1994 the doctor of sciences thesis �Weighted estimates of integral and di�erential
operators� at the Institute of Mathematics and Mechanics of the Academy of Sciences of the
Kazakh SSR.

Starting from 2000 he has been working as a professor at the L.N. Gumilyov Eurasian
National University

Scienti�c works of R. Oinarov are devoted to investigation of linear and non-linear integral
and discrete operators in weighted spaces; to studying problems of the well-posedness of dif-
ferential equations; to weighted inequalities; to embedding theorems for the weighted function
spaces of Sobolev type and their applications to the qualitative theory of linear and quasilin-
ear di�erential equations. A certain class of integral operators is named after him - integral
operators with Oinarov's kernels or Oinarov condition. On the whole, the results obtained by
R. Oinarov have laid the groundwork for new perspective directions in the theory of function
spaces and its applications to the theory of di�erential equations.

R. Oinarov has published more than 100 scienti�c papers. The list of his most important
publications may be seen on the web-page

https : //scholar.google.com/citations?user = NzXYMS4AAAAJhl = ruoi = ao

Under his supervision 26 theses have been defended: 1 doctor of sciences thesis, 15 candidate
of sciences theses and 10 PhD theses. The Editorial Board of the Eurasian Mathematical
Journal congratulates Ryskul Oinarov on the occasion of his 70th birthday and wishes him
good health and new achievements in mathematics and mathematical education.
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UNCONDITIONAL BASES OF SUBSPACES

RELATED TO NON-SELF-ADJOINT PERTURBATIONS

OF SELF-ADJOINT OPERATORS

A.K.Motovilov, A.A. Shkalikov

Communicated by V.I. Burenkov

Dedicated to the 70th birthday of Professor Ryskul Oinarov

Key words: Riesz basis, unconditional basis of subspaces, non-self-adjoint perturbations.

AMS Mathematics Subject Classi�cation: 47A55, 47A15.

Abstract. Assume that T is a self-adjoint operator on a Hilbert spaceH and that the spectrum
of T is contained in the union

⋃
j∈J ∆j, J ⊆ Z, of the segments ∆j = [αj, βj] ⊂ R such that

αj+1 > βj and
inf
j

(αj+1 − βj) = d > 0.

If B is a bounded (in general non-self-adjoint) perturbation of T with ‖B‖ =: b < d/2, then the
spectrum of the perturbed operator A = T + B lies in the union

⋃
j∈J Ub(∆j) of the mutually

disjoint closed b-neighborhoods Ub(∆j) of the segments ∆j in C. Let Qj be the Riesz projection
onto the invariant subspace of A corresponding to the part of the spectrum of A lying in Ub (∆j),
j ∈ J . Our main result is as follows: The subspaces Lj = Qj(H), j ∈ J form an unconditional
basis in the whole space H.

1 Introduction and main result

We begin with recalling some de�nitions (see [3, Chapter 6.5]). A sequence of nonzero subspaces
{Lk} of a Hilbert spaces H is said to be a basis if any element x ∈ H is uniquely represented
by the series

x =
∑
k

xk, where xk ∈ Lk, (1.1)

that converges in the norm of H. A basis of subspaces {Lk} is said to be unconditional if the
series (1.1) converges to x after any rearrangement of its elements. An unconditional basis of
subspaces is also called a Riesz basis of subspaces. In the case in which all the subspaces Lj are
one-dimensional (�nite-dimensional) we can choose elements yj ∈ Lj = Qj(H) (a basis {ykj}
in Lj). Then the sequence of the subspaces {Lk} is a basis if and only if the corresponding
system is a basis (a basis with parentheses) in H.

When one deals with bases of subspaces, it is convenient to work in terms of projections.
We will use the de�nitions and results presented in [7, � 6]. Let J be a �nite or in�nite ordered
set of indices, J ⊂ Z. A system of projections {Qj}j∈J is said to be complete if the equalities

(Qjx, y) = 0, for any x ∈ H and any j ∈ J,
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imply y = 0. It is easily seen that the system {Qj}j∈J is complete if and only if any element
x ∈ H can be approximated with an arbitrary accuracy by linear combinations of elements
xk ∈ Lk = Qk(H), k ∈ J .

A system of projections {Qj}j∈J is called minimal if

QjQk = δkjQj for any j, k ∈ J.

It follows directly from the de�nitions that if {Qj}j∈J is a minimal system of projections, then
the sequence of the subspaces Lj = Qj(H) forms a basis (an unconditional basis) if and only if
the series

∑
j∈J Qj converges (converges after any rearrangement of the indices) in the strong

operator topology to the identity operator.
Further we will make use of the following results (for the corresponding proofs see [3, Chapter

6] and [7, � 6]).

Theorem A. Let {Qj}j∈J be a system of projections in a Hilbert space H. The following
statements are equivalent:

1. A sequence of subspaces Lj = Qj(H), j ∈ J , is an unconditional basis of the Hilbert
space H.

2. There exists an equivalent inner product in H such that a sequence of subspaces Lj =
Qj(H), j ∈ J , is complete and mutually orthogonal (Lk ⊥ Lj for k 6= j).

3. There exist a bounded and boundedly invertible operator K in H, and a complete and
minimal system of orthogonal projections {Pj} such that

Qj = K−1PjK j ∈ J.

4. The system of projections {Qj}j∈J is complete, minimal, and the series
∑

j∈J Qj converges
unconditionally.

5. The system of projections {Qj}j∈J is complete, minimal, and∑
j∈J

|(Qjx, x)| <∞ for any x ∈ H. (1.2)

Now we are ready to formulate the main result of the paper. In what follows it is assumed
that the set of indices coincides either with N or with Z.

Theorem 1. Let T be a self-adjoint operator on a Hilbert space H. Assume that the spectrum
of T is contained in the union ∆ :=

⋃
j∈ J ∆j of the segments ∆j = [αj, βj] ⊂ R such that

αj+1 > βj for all j ∈ J . Assume in addition that

inf
j∈J

(αj+1 − βj) = d > 0. (1.3)

Let B be a bounded (generally non-self-adjoint) operator on H with ‖B‖ =: b < d/2. Then
the spectrum of the operator A = T +B lies in the union

⋃
j∈J Ub(∆j) of the mutually disjoint

closed b-neighborhoods Ub(∆j) of the segments ∆j in C. If Qj, j ∈ J , are the Riesz projections
onto the invariant subspaces Lj of A corresponding to the isolated components of its spectrum
lying in Ub (∆j), then the invariant subspaces Lj, Lj = Qj(H), j ∈ J , form an unconditional
basis in H.
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There are many papers devoted to the Riesz basis property of the root vectors of non-
self-adjoint operators, which are perturbations of self-adjoint ones. The corresponding results
and references can be found in the book of Markus [6] and in the paper of Shkalikov [7]. First
results related to Theorem 1 were obtained by Markus [5] and Kato (see [4, Chapter 5, Theorem
4.15a]): Let T be a self-adjoint operator with discrete spectrum on a Hilbert space H such that
its eigenvalues {λj} are simple and subject the condition λj+1 − λj →∞, as j →∞. Then for
any bounded (generally non-self-adjoint) operator B the operator T +B has discrete spectrum
and its root vectors form a Riesz basis in the space H.

A more general result follows from the Markus-Matsaev theorem [6, Chapter 1, Theorem
6.12]: Let T be a self-adjoint operator in a Hilbert space H, having a �nite order (i.e. its
eigenvalues, counting multiplicities, are subject to the condition |λj| > Cjp with some constants
C, p > 0), and there exist gaps in the spectrum of T with the lengths > d. If ‖B‖ 6 d/2, then
the the root subspaces of the perturbed operator T +B form a Riesz basis with parentheses in
H (or a Riesz basis consisting of �nite-dimensional root subspaces).

The condition for T to be of �nite order was dropped in [7]. However, the compactness of the
resolvent (T −λ)−1 was essentially used in the proof. To the best of our knowledge, Theorem 1
is, apparently, the �rst result in this topic which deals with an unperturbed operator T possibly
having a non-discrete spectrum.

We have an additional motivation to prove Theorem 1. We expect that this result might
help to resolve some open problems concerning bounded perturbations of self-adjoint operators
in spaces with inde�nite metric (see [1, 2]).

2 Proof of Theorem 1

We divide the proof into two parts that are called below Step 1, Step 2 respectively. At Step 1
we prove that the sequence of subspaces {Lj}j∈J forms a basis of H. At Step 2 we prove that
it is, actually, an unconditional basis.

Step 1. For the sake of de�niteness, we assume that the index set J coincides with the set of all
entire numbers Z = {. . . ,−2,−1, 0, 1, 2, . . . }. This corresponds to the most general case when
in�nitely many segments ∆j lie both on R− and R+.

Under the hypothesis ‖B‖ = b with 0 6 b < d/2 that we assume, the closed neighborhoods
Ub(∆j) of the segments ∆j, j ∈ J , are disjoint and, surely, Ub(∆) =

⋃
j∈J Ub(∆j). The �rst

assertion of the theorem on the inclusion of the spectrum σ(A) of A in the union
⋃
j∈J Ub(∆j)

is a corollary of the well-known estimate∥∥(T − λ)−1
∥∥ 6 1

dist(λ, σ(T ))
6

1

dist(λ,∆)
, ∆ :=

⋃
j∈J

∆j, (2.1)

where σ(T ), σ(T ) ⊂ ∆, is the spectrum of the self-adjoint operator T . For any λ lying outside
Ub (∆) we have

δ := dist(λ,∆) > b. (2.2)

Then combining (2.1) and (2.2) with the bound∥∥((1+B(T − λ)−1
)−1∥∥ 6 1

1− b/δ
, (2.3)

for the resolvent (A− λ)−1 = (T +B − λ)−1 one �nds

‖(A− λ)−1‖ =
∥∥∥(T − λ)−1 (

1+B(T − λ)−1
)−1
∥∥∥
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6
1

δ − b
<∞, (2.4)

where the quantity δ = δ(λ) is de�ned in (2.2). Hence, any λ ∈ C \ Ub(∆) belongs to the
resolvent set of the perturbed operator A = T + B and then σ(A) ⊂ Ub(∆) =

⋃
j∈J Ub(∆j).

Since the neighborhoods Ub(∆j) for di�erent j ∈ J are disjoint, namely,

dist(Ub(∆j), Ub(∆k)) > d− 2b, j 6= k,

the spectral sets of A con�ned in Ub(∆j) are also disjoint. The Riesz projections Qj for these
sets are well de�ned. In particular, given an arbitrary b′ ∈ (b, d/2), one may write Qj in the
form

Qj = − 1

2πi

∫
Γj

(A− λ)−1 dλ, Γj = ∂Ub′ (∆j) , (2.5)

where the integration along contour Γj is performed in the anti-clockwise direction.
Below we will also use the representation

(A− λ)−1 = (T − λ)−1 −G(λ), λ /∈ Ub (∆) , (2.6)

where
G(λ) = (A− λ)−1B (T − λ)−1 = (T − λ)−1M(λ)B (T − λ)−1 (2.7)

and
M(λ) =

(
1+B(T − λ)−1

)−1
.

Now denote by Rn the rectangle in C whose vertical sides pass through the points

c−n = (β−n−1 + α−n)/2 and cn = (βn + αn+1)/2 (2.8)

while the horizontal sides coincide with the segments [c−n ± iγn, cn ± iγn], where

γn = max{|c−n|, |cn|}. (2.9)

Clearly, the sides of Rn do not intersect the set Ub (∆). By virtue of (2.6) one obtains

n∑
j=−n

Qjx = − 1

2πi

∫
∂Rn

(A− λ)−1 x dλ =
n∑
−n

Pjx+ Inx, (2.10)

where In are the respective contour integrals of the operator-valued function G(λ) along ∂Rn,

In :=
1

2πi

∫
∂Rn

G(λ) dλ, (2.11)

and Pj are the spectral projections onto the spectral subspaces of the self-adjoint operator T
associated with the parts of its spectrum inside the corresponding segments ∆j.

Given an arbitrary x ∈ H we have

n∑
j=−n

Pjx→ x as n→∞. (2.12)

Thus, in order to prove that
n∑

j=−n
Qjx→ x one only needs to show that the sequence of Inx in

(2.10) converges to zero as n→∞.
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First, let us show that the operators In are uniformly bounded. We have In = I1
n + I2

n,
where I1

n and I2
n are the integrals along the horizontal and vertical sides of the rectangles Rn,

respectively. For λ varying on the horizontal sides of the rectangle ∂Rn we have the estimate

‖(T − λ)−1‖ 6 1

γn
, λ = ξ ± iγn, ξ ∈ [c−n, cn],

where γn is de�ned by (2.9). Hence, by virtue of (2.4) and (2.7), it follows

‖G(λ)‖ 6 b

(γn − b)γn
, λ = ξ ± iγn, ξ ∈ [c−n, cn]. (2.13)

Taking into account that the lengths of the horizontal sides do not exeed 2γn and γn → ∞ as
n→∞, we get ‖I1

n‖ → 0 as n→∞.
Let us estimate the norms of the operators I2

n. For the sake of de�niteness consider the
right vertical side of the rectangle Rn and divide it in three parts

ωn ∪ ω+
n ∪ ω−n , where ωn = (cn − id, cn + id), ω± = [cn ± id, cn ± iγn].

The lengths of the intervals ωn equal 2d and due to (2.4) and (2.7)∥∥∥∥∫
ωn

G(λ) dλ

∥∥∥∥ 6 2bd

(d/2− b)(d/2)
. (2.14)

For λ ∈ ω±n we have
δ(λ)− b > | Imλ| − b. (2.15)

Thus, again applying (2.4) and (2.7), one obtains∥∥∥∥∫
ω±n

G(λ) dλ

∥∥∥∥ 6 ∫ γn

d

b

τ(τ − b)
dτ 6

∫ γn

d

b

(τ − b)2
dτ 6

b

d− b
< 1. (2.16)

Therefore,
‖In‖ 6 C, (2.17)

where the constant C depends only on d and b.
Let us show that ‖Inx‖ → 0 as n→∞ for any �xed x ∈ H. To this end, choose some ε > 0

and, �rst, �nd N ∈ N such that

‖x− xN‖ <
ε

2C
, (2.18)

where

xN =
N∑

j=−N

Pjx.

Obviously, from (2.17) and (2.18) it follows

‖In(x− xN)‖ < ε

2
for any n ∈ N. (2.19)

Let us estimate ‖InxN‖ as n → ∞. Denote e(t) := (E(t)x, x), where E(t) is the spectral
function of the self-adjoint operator T , and observe that, by the spectral theorem,

∥∥(T − λ)−1 xN
∥∥2

=

cN∫
c−N

de(t)

(t− ξ)2 + τ 2
, λ = ξ + iτ 6∈ σ(T ). (2.20)
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For N �xed the equality (2.20) implies∥∥(T − λ)−1 xN
∥∥ = O

(
|λ|−1

)
as |λ| → ∞. (2.21)

Now we can modify estimate (2.14) and get from (2.4) and (2.21)∥∥∥∥∫
ωn

G(λ)xN dλ

∥∥∥∥ = O
(
|cn|−1

)
→ 0 as n→∞.

Analogously, by taking into account (2.15), we can modify the estimate (2.16) and obtain∥∥∥∥∫
ω±n

G(λ)xN dλ

∥∥∥∥ 6 ∫ γn

d

dτ

(τ − b)
√

(cn − cN)2 + τ 2
= O

(
ln cn
cn

)
= o(1) as n→∞.

The last two estimates together give

InxN → 0 as n→∞.

Hence, there is N1 ∈ N (N1 > N) such that ‖InxN‖ < ε/2 whenever n > N1. Together with
(2.19) this yields ‖Inx‖ < ε for n > N1. Therefore, we have proven that the sequence of
In strongly converges to zero as n → ∞ and then from (2.10) and (2.12) it follows that for
any x ∈ H the two-sided series

∑n
j=−nQjx converges to x. Thus, the system of subspaces

Lj = Qj(H), j ∈ Z is complete. The fact that these subspaces are linearly independent follows
from the mutual orthogonality of the Riez projections (2.5) in the sense that QjQk = δjkQj for
any j, k ∈ Z (see, e.g. [3, Chapter 1, � 1.3]). Thus, the system {Lj}∞j=−∞ represents a basis of
subspaces in H.
Step 2. By Theorem A, in order to prove that the above basis of subspaces {Lj}∞j=−∞ is
unconditional, it su�ces to show that the series

∑∞
j=−∞ |(Qjx, x)| converges for any x ∈ H.

First, let us transform the contours Γj in integrals (2.5) into the contours Γ̃j, which surround
the rectangles with the vertical sides λ = cj−1 + iτ and λ = cj + iτ where τ is varying in [−d, d],
and the horizontal sides ξ± id, ξ ∈ [cj−1, cj]. As previously, the numbers cj are de�ned by (2.8)
and coincide with the centers of the gaps between the neighboring intervals ∆j and ∆j+1.

Taking into account representation (2.6), we immediately conclude that

2π
∞∑

j=−∞

|(Qjx, x)| 6
∞∑

j=−∞

∣∣∣∣∣
∫

Γ̃j

(
(T − λ)−1 x, x

)
dλ

∣∣∣∣∣+
∞∑

j=−∞

∣∣∣∣∣
∫

Γ̃j

(G(λ)x, x) dλ

∣∣∣∣∣ .
The �rst series converges since it simply coincides with the series

∑
j∈Z(Pjx, x) = ‖x‖2; we

recall that Pj are the spectral projections of the self-adjoint operator T associated with the
segments ∆j. By virtue of (2.7), the second series can be estimated as follows:

∞∑
j=−∞

∣∣∣∣∣
∫

Γ̃j

(G(λ)x, x) dλ

∣∣∣∣∣ 6 C1

∞∑
j=−∞

∫
Γ̃j

∥∥(T − λ)−1x
∥∥2 |dλ|

6 C1

(∫
Γ+∪Γ−

∥∥(T − λ)−1 x
∥∥2 |dλ|+ 2

∑
j∈Z

∫
ωj

∥∥(T − λ)−1 x
∥∥2 |dλ|

)
, (2.22)

where Γ± are the lines λ = ξ± id, ξ ∈ R, ωj are the vertical segments λ = cj + iτ , −d 6 τ 6 d,
and C1 = const. Convergence of the integrals and the series in (2.22) can be proven by using
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the spectral theorem. As before, denote e(t) := (E(t)x, x), where E(t) stands for the spectral
function of T . Then ∫

Γ±

∥∥(T − λ)−1 x
∥∥2 |dλ| =

∫
Γ±

|dλ|
∫
R

de(t)

|t− λ|2

=

∫
R
de(t)

∫
R

dξ

|t− ξ|2 + d2

=
π

d

∫
R
de(t)

=
π

d
‖x‖2. (2.23)

Further, notice that for cj given by (2.8), the lower bound (1.3) yields

|t− cj| >
{

d/2 + d(j − k) for all t ∈ ∆k, k 6 j,
d/2 + d(k − j − 1) for all t ∈ ∆k, k > j + 1.

Hence, for λ = cj + iτ , τ ∈ [−d, d], we have

∑
j∈Z

∫
γ±

∥∥(T − λ)−1 x
∥∥2 |dλ| =

∑
j∈Z

d∫
−d

dτ

∫
R

de(t)

|t− cj − iτ |2

=
∑
j∈Z

d∫
−d

dτ
∑
k∈Z

∫
∆k

de(t)

|t− cj − iτ |2

6 2d
∑
j∈Z

∑
k∈Z

∫
∆k

de(t)

|t− cj|2

6
∑
k∈Z

‖Pkx‖2

(
2

(
2

d

)2

+
∑

j∈Z, j 6=k

1

d2|k − j|2

)

6
2C2

d2

∑
k∈Z

‖Pkx‖2 =
2C2

d2
‖x‖2, (2.24)

where C2 = 4 +
∞∑
j=1

1
j2

= 4 + π2

6
. The estimate (2.22) together with (2.23) and (2.24) entails

bound (1.2). This completes the proof of Theorem 1.

The following statement is a simple corollary of Theorem 1 (combined with Theorem A).

Corollary. Assume the hypothesis of Theorem 1. Then there exists an inner product 〈 , 〉 in
H with the following properties.

(1) The product 〈 , 〉 is norm-equivalent to the original inner product ( , ) in H.

(2) The subspaces Lj = QjH are mutually orthogonal with respect to the inner product 〈 , 〉
and, with respect to 〈 , 〉, the Hilbert space H admits the orthogonal decomposition

H =
⊕
j∈J

Lj. (2.25)
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(3) The subspaces Lj, j ∈ J , are reducing for the perturbed operator A = T + B and, with
respect to decomposition (2.25), this operator admits a block diagonal matrix represen-
tation

A = diag(. . . , A−2A−1, A0, A1, A2, . . .),

where Aj = A
∣∣
Lj
, j ∈ J , denotes the part of A in the reducing subspace Lj.
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