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EMJ: from Scopus Q4 to Scopus Q3 in two years?!

Recently the list was published of all mathematical journals included in 2015 Scopus
quartiles Q1 (334 journals), Q2 (318 journals), Q3 (315 journals), and Q4 (285 journals).
Altogether 1252 journals.

With great pleasure we inform our readers that the Eurasian Mathematical Journal was
included in this list, currently the only mathematical journal in the Republic of Kazakhstan
and Central Asia.

It was included in Q4 with the SCImago Journal & Country Rank (SJR) indicator equal
to 0,101, and is somewhere at the bottom of the Q4 list. With this indicator the journal shares
places from 1240 to 1248 in the list of all 2015 Scopus mathematical journals. Nevertheless,
this may be considered to be a good achievement, because Scopus uses information about
journals for the three previous years, i. e. for years 2013-2015, and the EMJ is in Scopus
only from the first quarter of year 2015.

The SJR indicator is calculated by using a sophisticated formula, taking into account
various characteristics of journals and journals publications, in particular the average number
of weighted citations received in the selected year by the documents published in the selected
journal in the three previous years. This formula and related comments can be viewed on
the web-page

http : //www.scimagojr.com/journalrank.php?category = 2601&area = 2600&page =
1&totalsize = 373

(Help/Journals/Understand tables and charts/Detailed description of SJR.)
In order to enter Q3 the SJR indicator should be greater than 0,250. It looks like the

ambitious aim of entering Q3 in year 2017 is nevertheless realistic due to recognized high
level of the EMJ.

We hope that all respected members of the international Editorial Board, reviewers,
authors of our journal, representing more than 35 countries, and future authors will provide
high quality publications in the EMJ which will allow to achieve this aim.

On behalf of the Editorial Board of the EMJ
V.I. Burenkov, E.D. Nursultanov, T.Sh. Kalmenov,
R. Oinarov, M. Otelbaev, T.V. Tararykova, A.M. Temirkhanova



VICTOR IVANOVICH BURENKOV

(to the 75th birthday)

On July 15, 2016 was the 75th birthday of Victor Ivanovich Bu-
renkov, editor-in-chief of the Eurasian Mathematical Journal (together
with V.A. Sadovnichy and M. Otelbaev), director of the S.M. Nikol’skii
Institute of Mathematics, head of the Department of Mathematical
Analysis and Theory of Functions, chairman of Dissertation Coun-
cil at the RUDN University (Moscow), research fellow (part-time) at
the Steklov Institute of Mathematics (Moscow), scientific supervisor
of the Laboratory of Mathematical Analysis at the Russian-Armenian

(Slavonic) University (Yerevan, Armenia), doctor of physical and mathematical sciences
(1983), professor (1986), honorary professor of the L.N. Gumilyov Eurasian National Uni-
versity (Astana, Kazakhstan, 2006), honorary doctor of the Russian-Armenian (Slavonic)
University (Yerevan, Armenia, 2007), honorary member of staff of the University of Padua
(Italy, 2011), honorary distinguished professor of the Cardiff School of Mathematics (UK,
2014), honorary professor of the Aktobe Regional State University (Kazakhstan, 2015).

V.I. Burenkov graduated from the Moscow Institute of Physics and Technology (1963)
and completed his postgraduate studies there in 1966 under supervision of the famous Rus-
sian mathematician academician S.M. Nikol’skii.

He worked at several universities, in particular for more than 10 years at the Moscow
Institute of Electronics, Radio-engineering, and Automation, the RUDN University, and the
Cardiff University. He also worked at the Moscow Institute of Physics and Technology, the
University of Padua, and the L.N. Gumilyov Eurasian National University.

He obtained seminal scientific results in several areas of functional analysis and the theory
of partial differential and integral equations. Some of his results and methods are named
after him: Burenkov’s theorem of composition of absolutely continuous functions, Burenkov’s
theorem on conditional hypoellipticity, Burenkov’s method of mollifiers with variable step,
Burenkov’s method of extending functions, the Burenkov-Lamberti method of transition
operators in the problem of spectral stability of differential operators, the Burenkov-Guliyevs
conditions for boundedness of operators in Morrey-type spaces. On the whole, the results
obtained by V.I. Burenkov have laid the groundwork for new perspective scientific directions
in the theory of functions spaces and its applications to partial differential equations, the
spectral theory in particular.

More than 30 postgraduate students from more than 10 countries gained candidate of
sciences or PhD degrees under his supervision. He has published more than 170 scientific
papers. The lists of his publications can be viewed on the portals MathSciNet and Math-
Net.Ru. His monograph “Sobolev spaces on domains" became a popular text for both experts
in the theory of function spaces and a wide range of mathematicians interested in applying
the theory of Sobolev spaces.

In 2011 the conference “Operators in Morrey-type Spaces and Applications”, dedicated
to his 70th birthday was held at the Ahi Evran University (Kirsehir, Turkey). Proceedings
of that conference were published in the EMJ 3-3 and EMJ 4-1.

The Editorial Board of the Eurasian Mathematical Journal congratulates Victor
Ivanovich Burenkov on the occasion of his 75th birthday and wishes him good health and
new achievements in science and teaching!
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ELLIPTIC DIFFERENTIAL-DIFFERENCE EQUATIONS
WITH INCOMMENSURABLE SHIFTS OF ARGUMENTSTS

E.P. Ivanova

Communicated by V.I. Burenkov
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incommensurable argument’s shifts.

AMS Mathematics Subject Classification: 47G40.

Abstract. This article deals with the problem of strong ellipticity of differential-difference
equations with incommensurable argument’s shifts.

1 Introduction

This article examines the boundary value problems for differential-difference equations
containing the incommensurable shifts of spatial variables in the senior members. The
theory of boundary problems for elliptic differential-difference equations with integer or
commensurable shifts of arguments in senior members was constructed in the works by
A.L. Skubachevskii [1]. These problems have important applications in plasma theory and
the theory of multilayered plates and shells [1], [2]. Boundary value problems for differential-
difference equations with incommensurable shifts were studied only in the one-dimensional
case [1], [4]. The investigation of such problems is complicated due to a number of factors.
Firstly it is the violation of the smoothness of solutions. Solutions of boundary value prob-
lems for differential-difference equations with commensurable shifts retain the smoothness
in some subdomains [1], but solutions of boundary value problems with incommensurable
shifts can have everywhere dense set of points of discontinuity of the derivative (see Exam-
ple 3.10, [1]). Secondly, the difficulties in verifying the conditions of positive definiteness of
difference operators with incommensurable shifts acting on bounded domains. For difference
operators with constant coefficients and commensurable shifts a criterion of their positive
definiteness was obtained [1], for difference operators with incommensurable shifts only suf-
ficient conditions are known, namely the positivity of the scalar symbol depending on the
coefficients of the operator. Since this symbol does not take into account the properties
and the size of the domain, these conditions are redundant and far from being necessary.
Moreover even small perturbations of shifts may violate their commensurability, therefore
the known conditions of strong ellipticity of differential-difference operators with commen-
surable shifts are unstable relative to these shifts. Continuous dependence of solutions of
boundary value problems for functional differential equations of shifts the first time investi-
gated by L.E. Rossovskii [3]. This article is devoted to finding conditions of strong ellipticity
for differential-difference equations with incommensurable argument’s shifts in bounded do-
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mains. We obtain strong ellipticity conditions, which take into account the shape and the
size of the domain, stable with respect to small perturbations of argument’s shifts.

2 The main result

Consider the boundary value problem for the differential-differential equation

−∆(R1u(x) +R2u(x)) = f(x) (x ∈ Q), (2.1)

u(x) = 0 (x /∈ Q). (2.2)

Here Q is a boundary domain in Rn with a piecewise-smooth boundary and f ∈ L2(Q). The
difference operators R1 : L2(Rn) → L2(Rn), R2 : L2(Rn) → L2(Rn) look as follows

R1u(x) = a0u(x) +
∑

h∈M1

ah(u(x+ h) + u(x− h)) (ah ∈ R), (2.3)

R2u(x) = b0u(x) +
∑
p∈M2

bp(u(x+ p) + u(x− p)) (bp ∈ R). (2.4)

Here M1 is a finite set of vectors with commensurable coordinates, M2 is also a finite set
of vectors with commensurable coordinates, meanwhile the coordinates of the vectors h are
not commensurable with the coordinates of the vectors p.

By a solution of boundary-value problem (2.1)–(2.2) we understand any function u ∈
H̊1(Q), extended by zero to Rn\Q and satisfying the integral identity

n∑
i=1

(R1uxi
, vxi

)L2(Q) + (R2uxi
, vxi

)L2(Q) = (f, v)L2(Q) (f ∈ L2(Q)) (2.5)

for any v ∈ H̊1(Q). Here H̊1(Q) is the Sobolev space of functions v ∈ H 1(Q) with the zero
trace on ∂Q,

(u, v)H̊1(Q) =

∫
Q

n∑
i=1

uxi
v̄xi
dx.

Equation (2.1) is called strongly elliptic if the inequality

n∑
i=1

(R1uxi
, uxi

)L2(Q) + (R2uxi
, uxi

)L2(Q) ≥ c
n∑

i=1

(uxi
, uxi

)L2(Q) = c ‖u‖2
H̊1(Q) (2.6)

holds for all u ∈ C∞
0 (Q), where c > 0 does not depend on u. Let us obtain the strong

ellipticity condition of equation (2.1), expressed in terms of the coefficients of the difference
operators.

Introduce the operators

RQ = PQRIQ : L2(Q) → L2(Q), Ri
Q = PQR

iIQ : L2(Q) → L2(Q), i = 1, 2,

where IQ : L2(Q) → L2(Rn) is the operator of extension of functions in L2(Q) by zero to
Rn, PQ : L2(Rn) → L2(Q) is the operator of restriction of functions in L2(Rn) to Q.
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We study conditions of positive definiteness of the operators RQ = R1
Q + R2

Q : L2(Q) →
L2(Q) with incommensurable shifts. Since the operators R1

Q, R
2
Q with commensurable shifts

are considered independently, we use the method developed by A.L. Skubachevskii in [1].
Given the operator R1

Q we build a decomposition of the domain Q into disjoint subdomains
Qr(r = 1, 2, ...) such that

1)
⋃
r

Q̄r = Q̄;

2) for every Qr1 and h ∈ M±
1 = {M1,−M1} there is either exists Qr2 such that Qr2 =

Qr1 + h, or Qr1 + h ∈ Rn\Q.
Here M1 is the set of vectors in formula (2.3).
We can divide the decomposition into disjoint classes in the following way: subdomains

Qr1 , Qr2 belong to the same class if there exist a set of subdomains Q0, Q1, ..., QN and a set of
vectors h1, ..., hN (hi ∈M±

1 ), such that Q0 = Qr1 , QN = Qr2 andQi = Qi−1+hi, i = 1, ..., N.
We denote the subdomains Qsl, where s is the number of a class and l is the number of a
subdomain in the s-th class. Each class with number s consists of a finite number N = N(s)
of subdomains Qsl.

We denote by L2(
⋃

lQsl) the subspace of functions from L2(Q), vanishing outside
L2(
⋃

lQsl) (l = 1, ..., N(s)). Denote by Ps : L2(Q) → L2(
⋃

lQsl) the operator of orthog-
onal projection onto L2(

⋃
lQsl). By virtue of Lemma 8.5 in [1] L2(

⋃
lQsl) is an invariant

subspace of the operator R1
Q, and L2(Q) = ⊕

s
L2(
⋃

lQsl).

We introduce the isomorphism Us : L2(
⋃

lQsl) → LN
2 (Qs1) of the Hilbert spaces by the

formula
(Usu)l(x) = u(x+ hsl) (x ∈ Qs1),

where l = 1, ..., N = N(s), hsl is such that Qs1 + hsl = Qsl (hs1 = 0), LN
2 (Qs1) =

N∏
l=1

L2(Qs1). By virtue of Lemma 8.6 in [1] the operator R1
Qs : LN

2 (Qs1) → LN
2 (Qs1), given by

R1
Qs = UsR

1
QUs

−1, is the operator of multiplication by the matrix Rs = Rs(x) (x ∈ Qs1) of
order N(s)×N(s), the elements of which are calculated by the formula

rs
ij(x) =

{
bh (h = hsj − hsi ∈M),

0 (hsj − hsi /∈M).
(2.7)

Let us denote by n1 the number of different matrices Rsν (ν = 1, ..., n1) relevant to
operator R1

Q.

Lemma 2.1. (Lemma 8.8 in [1]). The spectrum σ(R1
Q) of the operator R1

Q coincides with
the union of eigenvalues of the set of matrices Rsν (ν = 1, ..., n1). Thus R1

Q is positive
definite if and only if all the matrices Rsν (ν = 1, ..., n1) are positive definite.

Denote by λmin the minimal eigenvalue of the entire family of matrices Rsν (ν = 1, ..., n1).
Then, by virtue of Lemma 2.1, we have

(R1
Qu, u)L2(Q)

≥ λmin(u, u)L2(Q) ( ∀u ∈ L2(Q)). (2.8)

Introduce the control operators RC : L2(Rn) → L2(Rn) and RC
Q : L2(Q) → L2(Q) defined

by the formulas
RC = R2 + λminI, R

C
Q = PQR

CIQ.

Here I : L2(Rn) → L2(Rn) is the identity operator.
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Theorem 2.1. If the control operator RC
Q is positive definite, then the operator RQ is also

positive definite.

Proof. Let operator RC
Q be positive definite:

(RC
Qu, u)L2(Q)

≥ c1(u, u)L2(Q) (c1 > 0, ∀u ∈ L2(Q)). (2.9)

Then by virtue of inequalities (2.8), (2.9),

(RQu, u)L2(Q) = ((R1
Q +R2

Q)u, u)
L2(Q)

= ((R1
Q − λminIu) + (λminIu+R2

Q)u, u)
L2(Q)

= ((R1
Q − λminIu, u)L2(Q)

+ (RC
Qu, u)L2(Q)

≥ (RC
Qu, u)L2(Q)

≥ c1(u, u)L2(Q) (c1 > 0, ∀u ∈ L2(Q)).

Remark 1. Since the operator RC
Q contains only commensurable shifts by construction, we

apply the same method of decomposition of the domain Q to study its positive definiteness.

Thus, the study of the spectrum of the operator RC
Q is reduced to the study of the

spectrum of a finite number of the corresponding matrices.

Remark 2. Let shifts h and p in the operators R1, R2 have small perturbations h(ε), p(ε).
Suppose that for the perturbed operators R1,ε

Q , R2,ε
Q with shifts h + h(ε), p + p(ε) the de-

composition of the domain Q consists of the similar classes of domains as for the operators
R1

Q, R
2
Q. Then the conditions for strong ellipticity of the perturbed operator Rε

Q = R1,ε
Q +R2,ε

Q

remain the same. This means that the resulting condition for strong ellipticity is stable with
respect to small perturbations of shifts of the arguments.

By Theorem 10.1 in [1] we get the following statement.

Theorem 2.2. Let the operator RC
Q be positive definite. Then equation (2.1) is strongly

elliptic in Q, and boundary value problem (2.1)– (2.2) has a unique solution u ∈ H̊1(Q) for
any function f ∈ L2(Q).

The results can be generalized to the case of equations with several classes of mutually
incommensurable shifts of arguments. Consider the boundary value problem

−∆(
N∑

i=1

Riu(x)) = f(x), (x ∈ Q), (2.10)

u(x) = 0 (x /∈ Q). (2.11)

The difference operators Ri : L2(Rn) → L2(Rn) have the form

Riu(x) = ai
0u(x) +

∑
h∈Mi

ai
h(u(x+ h) + u(x− h)) ( ai

h ∈ R).

Here Mi (i = 1, .., N) are the sets of vectors with commensurable coordinates. The coor-
dinates of the vectors from the set Mi are incommensurable with the coordinates of the
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vectors from the set Mj (i 6= j). Let us obtain the conditions of positive definiteness of the

operator RQ : L2(Q) → L2(Q), RQ = PQRIQ , R =
N∑

i=1

Ri, using Theorem 2.1. We build

a decomposition of Q and the corresponding matrices generated by the operator R1
Q. Then

we find the minimal eigenvalue λ1
min of all these matrices. Next, we consider the operator

RC,1
Q : L2(Q) → L2(Q),

RC,1
Q = PQR

C,1IQ , R
C,1 = λ1

minI +
N∑

i=2

Ri.

By virtue of Theorem 2.1, the operator RQ is positive definite as soon as the operator
RC,1

Q is positive definite. In order to study the positive definiteness of the operator RC,1
Q , we

introduce the operator R̃2
Q : L2(Q) → L2(Q) defined by

R̃2
Q = PQR̃

2IQ , R̃
2 = λ1

minI +R2.

We build a decomposition Q for the operator R̃2
Q and find minimal eigenvalue λ2

min for all
corresponding matrices. Next, we consider the operator RC,2

Q : L2(Q) → L2(Q) defined by

RC,2
Q = PQR

C,2IQ , R
C,2 = λ2

minI +
N∑

i=3

Ri.

By Theorem 2.1, the positive definiteness of the operator RC,2
Q is sufficient for the positive

definiteness of the operator RC,1
Q . Continuing this process by induction, we obtain

Corollary 2.1. If the operator RC,N−1
Q : L2(Q) → L2(Q) defined by

RC,N−1
Q = PQR

C,N−1IQ, R
C,N−1 = λN−1

min I +RN

is positive definite, then the operator RQ is also positive definite.

3 Examples

Example 1.

Consider the boundary value problem

−∆(R1u(x) +R2u(x)) = f(x) (x ∈ Q), (3.1)

u(x) = 0 (x /∈ Q). (3.2)

HereQ = (0, 2)×(0, 2) ∈ R2, x = (x1, x2), R
1, R2 : L2(R2) → L2(R2) are difference operators:

R2u(x) = b0u(x1, x2) + b1(u(x1 + 1, x2) + u(x1 − 1, x2)) + b2(u(x1, x2 + 1) + u(x1, x2 − 1)),

R1u(x) = aτ (u(x1 + τ, x2) + u(x1 − τ, x2)).
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Here τ is irrational, 2
3
< τ < 1. Let us denote θ = 2− 2τ, then 0 < θ < τ. For the operator

R1
Q : L2(Q) → L2(Q), R1

Q = PQR
1IQ we construct the corresponding decomposition of Q

composed of two classes of subdomains. The first class consists of Q11 = (0, θ)×(0, 2), Q12 =
(τ, τ + θ)× (0, 2), Q13 = (2τ, 2τ + θ)× (0, 2); the second class is Q21 = (θ, τ)× (0, 2), Q12 =
(τ + θ, 2τ) × (0, 2). By formula (2.7), to the first class of subdomains there corresponds
multiplication by the matrix R1

1 :

R1
1 =

00 aτ 0
aτ 0 aτ

0 aτ 0

 .

Its eigenvalues are λ1 =
√

2aτ , λ2 = −
√

2aτ , λ3 = 0, where the minimal eigenvalue is
λ1

min = −
√

2 |aτ | . To the second class of subdomains there corresponds multiplication by the
matrix R1

2 :

R1
2 =

(
0 aτ

aτ 0

)
, (3.3)

whose eigenvalues are λ4 = aτ , λ5 = −aτ . Here the minimal eigenvalue of the two matrices
is λmin = −

√
2 |aτ | . Let us denote b̃0 = b0 + λmin = b0 −

√
2 |aτ | . The control difference

operator RC has the form

RCu(x) = b̃0u(x1, x2) + b1(u(x1 + 1, x2) + u(x1 − 1, x2)) + b2(u(x1, x2 + 1) + u(x1, x2 − 1)).

By virtue of Theorem 2.1, the positive definiteness of the operator RC
Q = PQR

CIQ ensures
the strong ellipticity of equation (3.1). This operator generates the decomposition of Q into
subdomains G1 = (0, 1)×(0, 1), G2 = (1, 2)×(0, 1), G3 = (0, 1)×(1, 2), G4. = (1, 2)×(1, 2).
By virtue of Lemma 2.1, the operator RC

Q is positive definite if and only if the matrix

R2 =


b̃0 b1 b2 0

b1 b̃0 0 b2
b2 0 b̃0 b1
0 b2 b1 b̃0


is positive definite. It is easy to see that the conditions for this are b̃0 > 0, b̃0 > |b1| , b̃0 >

|b1|+ |b2| ,
(
b̃0

)2

> |b1|2 + |b2|2, and finally

b0 −
√

2 |aτ | − |b1| − |b2| > 0. (3.4)

If condition (3.4) is satisfied, then by Theorem 2.1 equation (3.1) is strongly elliptic and
by Theorem 2.2 there exists a unique solution u ∈ H̊1(Q) of problem (3.1)–(3.2).

Note that sufficient conditions for strong ellipticity of equation (3.1) obtained on the
basis of the symbol

AR(ξ) = (b0 + 2aτcos(τξ1) + 2b1cos(ξ1) + 2b2cos(ξ2))(ξ
2
1 + ξ2

2)

look as follows:
b0 − 2 |aτ | − 2 |b1| − 2 |b2| > 0
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(Theorem 9.4 in [1]).
Consider the case 1 < τ < 2. The decomposition of Q consists of two classes of subdo-

mains: the first class Q11 = (2 − τ, τ) × (0, 2). The action of the operator R1
Q corresponds

to multiplication by 0. The second class : Q21 = (0, 2 − τ) × (0, 2), Q22 = (τ, 2) × (0, 2).
This class corresponds to multiplication by the matrix R1

2, defined by formula (3.3). The
minimal eigenvalue is λmin = − |aτ | . In this case, a necessary and sufficient condition of
positive definiteness control operator RC

Q is the condition

b0 − |aτ | − |b1| − |b2| > 0. (3.5)

Thus, if condition (3.4) is satisfied, equation (3.1) is uniformly relatively to τ ∈
(

2
3
, 2
)

strongly elliptic.
Examine the possibility to pass to the limit as τ → 1 in problem (3.1)–(3.2). Consider

the boundary value problem (for τ = 1)

−∆(Rlimulim(x)) = f(x) (x ∈ Q),
ulim(x) = 0 (x /∈ Q)

(3.6)

with the difference operator

Rlimu(x) = b0u(x1, x2) + (b1 + aτ )(u(x1 + 1, x2) + u(x1 − 1, x2))

+b2(u(x1, x2 + 1) + u(x1, x2 − 1)).

The operator Rlim contains only commensurable shifts in the arguments, and the action of
the operator Rlim

Q = PQR
limIQ corresponds to multiplication by the matrix Rlim

1 :

Rlim
1 =


b0 b1 + aτ b2 0

b1 + aτ b0 0 b2
b2 0 b0 b1 + aτ

0 b2 b1 + aτ b0

 .

The condition b0− |aτ + b1| − |b2| > 0 equivalent to its positive definiteness is less stringent
than condition (3.4) of positive definiteness of the control operator RC

Q. Therefore, Theorem
2.2 guarantees the existence of a unique solution ulim ∈ H̊1(Q) of boundary value problem
(3.6). Using the methods of [3], it can be shown that uτ → ulim as τ → 1 in the norm of
the space H̊1(Q).
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