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NURZHAN BOKAYEV

(to the 60th birthday)

On January 5, 2016 was the 60th birthday of Doctor
of Physical-Mathematical Sciences (1996), Professor Nurzhan
Adilkhanovich Bokayev. Professor Bokayev is the head of
the department "Higher Mathematics" of the L.N. Gumilyov
Eurasian National University (since 2009), the Vice-President
of Mathematical Society of the Turkic World (since 2014), and
a member of the Editorial Board of our journal.

N.A. Bokayevwas born in the Urnek village, Karabalyk dis-
trict, Kostanay region. He graduated from the E.A. Buketov
Karaganda State University in 1977 and the M.V. Lomonosov
Moscow State University’s full-time postgraduate study in
1984.

Scientific works of Professor Bokayev are devoted to studying problems of the theory
of functions, in particular of the theory of orthogonal series.

He proved renewal and uniqueness theorems for series with respect to periodic mul-
tiplicative systems and Haar-type systems, constructed continual sets of uniqueness
(U -sets) and sets of non-uniqueness (M -sets) for multiplicative systems; investigated
Besov-type function spaces with respect to the Price bases; studied the Price - and
Haar-type p-adic operators; introduced new classes of Faber-Schauder-type systems of
functions and spaces of multivariable functions of bounded p-variation and of bounded
p-fluctuation, obtained estimates for the best approximation of functions in these spaces
by polynomials with respect to the Walsh and Haar systems, established weighted inte-
grability conditions of the sum of multiple trigonometric series and series with respect
to multiplicative systems, found the embedding criterion for the Nikol’skii-Besov spaces
with respect to multiplicative bases and the coefficient criterion for belonging of func-
tions to such spaces.

His scientific results have made essential contribution to the theory of series with
respect to the Walsh and Haar systems and multiplicative systems.

N.A. Bokayev has published more than 150 scientific papers. Under his supervision
8 dissertations have been defended: 4 candidate of sciences dissertations and 4 PhD
dissertations.

The Editorial Board of the Eurasian Mathematical Journal congratulates Nurzhan
Adilkhanovich Bokayev on the occasion of his 60th birthday and wishes him good
health and successful work in mathematics and mathematical education.
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The EMJ has been included in the Emerging Sources Citation Index

This year, Thomson Reuters is launching the Emerging Sources Citation Index
(ESCI), which will extend the universe of publications in Web of Science to include high-
quality, peer-reviewed publications of regional importance and in emerging scientific
fields. ESCI will also make content important to funders, key opinion leaders, and
evaluators visible in Web of Science Core Collection even if it has not yet demonstrated
citation impact on an international audience.

Journals in ESCI have passed an initial editorial evaluation and can continue to be
considered for inclusion in the Science Citation Index ExpandedTM (SCIE), one of the
flagship indices of the Web of Science Core Collection, which has rigorous evaluation
processes and selection criteria.

To be included, candidate journals must pass in-depth editorial review; peer review,
timely publishing, novel content, international diversity, and citation impact, among
other criteria, are evaluated and compared across the entire index.

All ESCI journals will be indexed according to the same data standards, includ-
ing cover-to-cover indexing, cited reference indexing, subject category assignment, and
indexing all authors and addresses.

Rapidly changing research fields and the rise of interdisciplinary scholarship calls
for libraries to provide coverage of relevant titles in evolving disciplines. ESCI pro-
vides Web of Science Core Collection users with expanded options to discover relevant
scholarly content. Get real-time insight into a journal’s citation performance while the
content is considered for inclusion in other Web of Science collections. Items in ESCI
are searchable, discoverable, and citable so you can measure the contribution of an
article in specific disciplines and identify potential collaborators for expanded research.

ESCI expands the citation universe and reflects the growing global body of science
and scholarly activity. ESCI complements the highly selective indexes by providing
earlier visibility for sources under evaluation as part of SCIE rigorous journal selection
process. Inclusion in ESCI provides greater discoverability which leads to measurable
citations and more transparency in the selection process.

The Eurasian Mathematical Journal, together with other 70 internationally recog-
nized mathematical journal has been included in the Emerging Sources Citation Index
(Mathematics).

Below is the extract from the list of such journals including journals with numbers
from 22 to 29.

ELEMENTE DER MATHEMATIK
Quarterly ISSN: 0013-6018
EUROPEAN MATHEMATICAL SOC, PUBLISHING HOUSE, E T H-ZENTRUM
SEW A27, SCHEUCHZERSTRASSE 70, ZURICH, SWITZERLAND, CH-8092

ENSEIGNEMENT MATHEMATIQUE
Quarterly ISSN: 0013-8584
EUROPEAN MATHEMATICAL SOC PUBLISHING HOUSE, SEMINAR APPLIED
MATHEMATICS, ETH-ZENTRUM FLI C4, ZURICH, SWITZERLAND, 8092
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EURASIAN MATHEMATICAL JOURNAL
Quarterly ISSN: 2077 -9879
L N GUMILYOV EURASIAN NATL UNIV, L N GUMILYOV EURASIAN NATL
UNIV, ASTANA, KAZAKHSTAN, 010008

EUROPEAN JOURNAL OF PURE AND APPLIED MATHEMATICS
Quarterly ISSN: 1307-5543
EUROPEAN JOURNAL PURE AND APPLIED MATHEMATICS, FAK AVCILAR,
ISTANBUL UNIV, ISLETME, ISTANBUL, TURKEY, 34320

FIBONACCI QUARTERLY
Quarterly ISSN: 0015-0517
FIBONACCI ASSOC, CIO PATTY SOLSAA, PO BOX 320, AURORA, USA, SD,
57002-0320

FORUM OF MATHEMATICS PI
lrregular ISSN: 2050-5086
CAMBRIDGE UNIV PRESS, EDINBURGH BLDG, SHAFTESBURY RD, CAM-
BRIDGE, ENGLAND, CB2 8RU

FORUM OF MATHEMATICS SIGMA
lrregular ISSN: 2050-5094
CAMBRIDGE UNIV PRESS, EDINBURGH BLDG, SHAFTESBURY RD, CAM-
BRIDGE, ENGLAND, C82 8RU

INTERNATIONAL JOURNAL OF ANALYSIS AND APPLICATIONS
Bimonthly ISSN: 2291 -8639
ETAMATHS PUBL, 701 W GEORGIA ST, STE 1500, VANCOUVER, CANADA,
BC, V7Y 1C6

The complete list of all 71 mathematical journals included in the ESCI can be
viewed on wokinfo.com/productstools/multidisciplinary/esci.

On behalf of the Editorial Board of the EMJ
V.I. Burenkov, T.V. Tararykova, A.M. Temirkhanova
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ON THE EXISTENCE OF A RESOLVENT AND SEPARABILITY
FOR A CLASS OF SINGULAR HYPERBOLIC TYPE

DIFFERENTIAL OPERATORS ON AN UNBOUNDED DOMAIN

M. Muratbekov, M. Otelbaev

Communicated by K.N. Ospanov

Key words: hyperbolic type operator, resolvent, separability, unbounded domain.

AMS Mathematics Subject Classification: 35M10.

Abstract. In the present work the existence of a resolvent and separability for a class
of hyperbolic type operators with increasing coefficients in an unbounded domain are
proved.

1 Introduction

Let Ω = {(x, y) : −∞ < x <∞,−1 < y < 1}. Consider the differential operator

L0u = uxx − uyy + a(x)ux + c(x)u (1.1)

initially defined on the set C∞
0 (Ω), which consists of all infinitely differentiable functions

satisfying the condition u(x,−1) = u(x, 1) = 0 and compactly supported with respect
to the variable x. The coefficients a(x) and c(x) are continuous functions in R =
(−∞,∞).

Note that the coefficients a(x), c(x) of operator (1.1) can be unbounded functions.
Differential operators of hyperbolic type on Rn were considered in [13], where the

coefficients of the operator were continuous and unbounded function in Rn.
In this paper we study the issues on the existence of a resolvent and on separability

of operator (1.1)

Definition 1. We call the operator L separable if the following estimate

‖uxx − uyy‖2 + ‖a(x)ux‖2 + ‖c(x)u‖2 ≤ c(‖Lu‖2 + ‖u‖2)

holds for all u ∈ D(L), where c > 0 is constant which does not depend on u.

The term "separability" was introduced in the fundamental papers of W.N. Everitt
and M. Giertz [17-20], where they investigated the separability of the Sturm-Liouville
operator. Later issues of separability of differential operators were studied by M. Otel-
baev [14-15], K.Kh. Boymatov [1-2], and their disciples. The main results obtained
in these papers are based on the method of localization of resolvents of differential
operators and the various options, which had been proposed by the author of [14]. In
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the works of the above authors separability was studied only for elliptic and pseudo-
differential operators. A very comprehensive bibliography is contained in [14,15,1-7].

Operators of hyperbolic and mixed types in the case of an unbounded domain with
growing and oscillating coefficients were considered in [8-11]. In these works the studied
operators were initially defined on the set of infinitely differentiable functions and the
coefficients were periodic with respect to the variable x and compactly supported with
respect to y in the domain Ω = {(x, y) : −π < x < π,−∞ < y < ∞}. In contrast to
operator (1.1) the coefficients at ux(x, y) and u(x, y) of the studied operator depended
only on y.

A completely different situation arises when investigating operator (1.1). In par-
ticular it is not anymore possible to use the method of separation of variables from
[8-11].

Denote by K(τ, b) the class of the coefficients satisfying the conditions:

i) |a(x)| ≥ δ0 > 0, c(x) ≥ δ > 0 are continuous functions in R;

ii) c0c(x) ≤ a2(x) ≤ c1c(x) for all x ∈ R, c0 > 0 and c1 > 0 are constants;

iii) |a(x)−a(t)|2+|c(x)−c(t)| ≤ τc(t) for all x, t ∈ R such that |x−t| ≤ bd(t), d(t) =
1

[c(t)]1/2 , b > 0, τ > 0.

Theorem 1.1. Let a(x), c(x) ∈ K(τ, b). Then there exist numbers τ0 and b0 such that,
for all τ ∈ (0, τ0) and b > b0 the closure L of the operator L0u = uxx − uyy + a(x)ux +
c(x)u with the domain D(L0) = C∞

0 (Ω) exists in L2(Ω).

Theorem 1.2. Let a(x), c(x) ∈ K(τ, b). Then there exist numbers τ0 and b0 such that,
for all τ ∈ (0, τ0) and b > b0 the operator L is continuously invertible operator in L2(Ω).

Theorem 1.3. Let the conditions of Theorem 1.2 hold. Then the operator L is sepa-
rable.

It is easy to check that all conditions of Theorems 1.1-1.3 hold for the operator
L0u = uxx − uyy + (|x|+ 32)ux + (4x2 + 46)u. Therefore this operator has a closure is
continuously invertible and separable.

First we will analyze some important properties of the resolvent of an operator with
constant coefficients.

2 The properties of the resolvent of a differential operator with
constant coefficients

Consider the operator

Lju = uxx − uyy + a(xj)ux + c(xj)u (2.1)

defined on the set C∞
0 (Ω̄), where xj ∈ R, j = 1, 2, ... (their special choice will be made

later).
Evidently, the operator Lj admits a closure in L2(Ω) which will be denoted again

by Lj.
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Theorem 2.1. Let conditions i)-ii) hold. Then the operator Lj is continuously invert-
ible in L2(Ω).

Theorem 2.2. Let conditions i)-ii) hold. Then the following estimates hold:

‖L−1
j ‖2→2 ≤

c

c(xj)
; (2.2)

‖DxL
−1
j ‖2→2 ≤

c

|a(xj)|
; (2.3)

‖DyL
−1
j ‖2→2 ≤

c√
c(xj)

, (2.4)

where, from now on, c > 0 is a positive number (in general, different in different
places), and ‖ · ‖2 is the norm in the space L2(Ω).

We need to consider some lemmas for the proof of these theorems.

2.1 Auxiliary statements and estimates in dimension one

Consider the operator

lt,ju = −u′′(y) + (−t2 + ita(xj) + c(xj))u(y) (−∞ < t <∞)

defined on C2
0 [−1, 1], which consists of all infinitely differentiable functions on [−1, 1]

satisfying the condition u(x,−1) = u(x, 1) = 0.
The operator lt,j admits a closure in L2(−1, 1) which will be denoted by lt,j again.

Lemma 2.1. Let conditions i)-ii) hold. Then:

a) ‖lt,ju‖2 ≥ |a(xj)||t|‖u‖2, u ∈ D(lt,j), −∞ < t <∞,

b) c‖lt,ju‖2 ≥ c(xj)‖u‖2, u ∈ D(lt,j), −∞ < t <∞,

c) c√
c(xj)

‖lt,ju‖2 ≥ ‖u′‖2, u ∈ D(lt,j), −∞ < t <∞,

where D(lt,j) is the domain of the closed operator.

Lemma 2.2. Let conditions i)-ii) hold. Then the operator lt,j is continuously invertible
in L2(−1, 1), and

‖l−1
t,j ‖2→2 ≤

c

c(xj)
.

To prove these lemmas we consider the following differential operator:

(lt,j,γ + λE)u = −u′′(y) + (−t2 + it(a(xj) + γ)) + c(xj) + λ)u(y) (2.5)

defined on the set C2
0 [−1, 1], where γa(x) > 0 for all x ∈ R, λ ≥ 0.

The closure of lt,j,γ is also denoted by lt,j,γ and further referring to expression (2.5)
we will consider this closure.
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Lemma 2.3. Let conditions i)-ii) hold and λ ≥ 0. Then:

a) ‖(lt,j,γ + λE)u‖2 ≥ (|a(xj)|+ |γ|)|t|‖u‖2, u ∈ D(lt,j,γ), −∞ < t <∞,

b) c‖(lt,j,γ + λE)u‖2 ≥ (c(xj) + λ)‖u‖2, u ∈ D(lt,j,γ), −∞ < t <∞,

c) c√
c(xj)+λ

‖(lt,j,γ + λE)u‖2 ≥ ‖u′‖2, u ∈ D(lt,j,γ), −∞ < t <∞,

where D(lt,j,γ) is the domain of the closed operator.

Proof. Let u ∈ C2
0 [−1, 1]. Integrating by parts the expression < (lt,j,γ + λE)u, u >,

and taking into account that terms outside the integral vanish due to the condition
u(−1) = u(1) = 0, we obtain

| < (lt,j,γ + λE)u, u > | =
∣∣∣∣∫ 1

−1

[
|u′|2 + (−t2 + it(a(xj) + γ) + c(xj) + λ)|u|2

]
dy

∣∣∣∣ .
(2.6)

Hence, using the properties of complex numbers, we obtain

| < (lt,j,γ + λE)u, u > | ≥
∣∣∣∣∫ 1

−1

it(a(xj) + γ)|u|2dy
∣∣∣∣ ≥ |t|(|a(xj)|+ |γ|)‖u‖2

2, (2.7)

where we have taken into account that γa(xj) > 0. From (2.7) and using the Cauchy-
Schwarz inequality, we have

|(lt,j,γ + λE)u| ≥ |t|(|a(xj)|+ |γ|)‖u‖2. (2.8)

By the closedness of lt,j,γ +λE, this inequality is valid for all u ∈ D(lt,j,γ). The part
a) of Lemma 2.3 is proved.

Now, we prove the part b) of Lemma 2.3. From (2.6), using the Cauchy-Schwarz
inequality with the parameter ε > 0, we have

1

2(c(xj) + λ)
‖(lt,j,γ + λE)u‖2

2 +
c(xj) + λ

2
‖u‖2

2 ≥

≥
∫ 1

−1

[
|u′|2 + (c(xj) + λ)|u|2

]
dy −

∫ 1

−1

|t|2|k(y)||u|2dy, (2.9)

where ε = c(xj) + λ. Going back to (2.8), squaring, and multiplying both sides by
c̃

2(c(xj)+λ)
, we obtain

c̃

2(c(xj) + λ)
‖(lt,j,γ + λE)u‖2

2 ≥
c̃|t|2(|a(xj)|+ |γ|)2

2(c(xj) + λ)
‖u‖2

2, (2.10)

where c̃ > 0 is a constant. From (2.9) and (2.10) it follows that

c2
2(c(xj) + λ)

‖(lt,j,γ + λE)u‖2
2 ≥

∫ 1

−1

[
|u′|2 +

[
(c(xj) + λ)− c(xj) + λ

2

]
|u|2
]
dy+

+

∫ 1

−1

|t|2
[
c̃|t|2(a(xj) + γ)2

2(c(xj) + λ)
− 1

]
|u|2dy, (2.11)
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where c2 = c̃+1. Hence taking into account condition ii) and choosing γ and c̃ so that
c̃|t|2(a(xj)+γ)2

2(c(xj)+λ)
− 1 ≥ 0, we obtain

c

c(xj) + λ
‖(lt,j,γ + λE)u‖2

2 ≥
∫ 1

−1

[
|u′|2 + (c(xj) + λ)|u|2

]
dy. (2.12)

From (2.12) it follows that

c‖(lt,j,γ + λE)u‖2 ≥ (c(xj) + λ)‖u‖2,

So, the part b) of Lemma 2.3 is proved. The part c) of Lemma 2.3 follows from
(2.12).

Lemma 2.4. Let conditions i)-ii) hold and λ ≥ 0. Then the operator lt,j,γ + λE is
continuously invertible in L2(−1, 1), and

‖(lt,j,γ + λE)−1‖2→2 ≤
c

c(xj) + λ

Proof. From the part b) of Lemma 2.3 it follows that the operator (lt,j,γ +λE)−1 exists
and is bounded on R(lt,j,γ + λE). It remains to show that R(lt,j,γ + λE) ≡ L2(−1, 1).
Assume the contrary. Let R(lt,j,γ + λE) 6= L2(−1, 1). Then there exists a function
v ∈ L2(−1, 1), v 6= 0 such that

< (lt,j,γ + λE)u, v >= 0 for all u ∈ D(lt,j,γ).
This means that

< u, (lt,j,γ + λE)∗v >= 0 for all u ∈ D(lt,j,γ).
Hence, in the sense of distributions, we have

(lt,j,γ + λE)∗v = −v′′ + (−t2 − it(a(xj) + γ) + c(xj) + λ)v = 0.
By direct calculations we can verify that v′′ ∈ L2(−1, 1).
Further, integrating by parts, we have

0 =< u, (lt,j,γ + λE)∗v >= u′v̄ |1−1 + < (lt,j,γ + λE)u, v >, u ∈ D(lt,j,γ).

By assumption,< (lt,j,γ +λE)u, v >= 0, therefore v̄ |1−1= 0. Hence, by the arbitrariness
of u(y), it follows that v(−1) = v(1) = 0. Taking into account this equality, integrating
by parts the expression | < (lt,j,γ + λE)∗v, v > | and using condition i) we obtain the
following inequality

‖(lt,j,γ + λE)∗v‖2 ≥ c‖v‖2,

where c = c(δ, δ0). From the last inequality it follows that v = 0.

Consider the problem

(lt,j + λE)u = −u′′(y) + (−t2 + it(a(xj) + c(xj) + λ)u(y) = f, (2.13)

u(−1) = u(1) = 0, (2.14)

where f ∈ L2(−1, 1).
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By a solution of problem (2.13)-(2.14) we mean a function u ∈ L2(−1, 1) for which
there exists a sequence {un}∞n=1 ⊂ C2

0 [−1, 1] such that

‖un − u‖2 → 0, ‖(lt,j + λE)un − f‖2 → 0 as n→∞,

where ‖ · ‖2 is the L2(−1, 1)- norm.

Lemma 2.5. Let λ ≥ 0. Then the operator lt,j +λE is continuously invertible, and for
the inverse operator (lt,j + λE)−1 the equality

(lt,j + λE)−1f = (lt,j,γ + λE)−1(E − Aγ)
−1f, f ∈ L2[−1, 1], (2.15)

holds, where ‖Aγ‖2→2 < 1.

Proof. Problem (2.13) - (2.14) is equivalent to the equation v − Aγv = f, where

v = (lt,j,γ + λE)u, Aγ = itγ(lt,j,γ + λE)−1.

From the part a) of Lemma 2.3 it follows that

‖Aγv‖2 ≤
·|γ|

(δ0 + |γ|)
‖v‖2.

Hence ‖Aγ‖2→2 < 1 and

u = (lt,j + λE)−1f = (lt,j,γ + λE)−1(E − Aγ)
−1f.

In the case t = 0 the operator l0,j + λE is self adjoint (see [16], V.3.6) and the
estimate ‖(l0,j + λE)u‖2 ≥ (c(xj) + λ)‖u‖2 holds. Hence, it follows that the operator
l0,j + λE has a bounded inverse (l0,j + λE)−1 defined on the whole L2[−1, 1].

Now, Lemma 2.1 and Lemma 2.2 follow from lemmas 2.3-2.5.

2.2 Proofs of Theorems 2.1 and 2.2

Proof of Theorem 2.1. Consider the problem

L′ju = uxx − uyy − a(xj)ux + c(xj)u = f ∈ C∞
0 (Ω),

u(x,−1) = u(x, 1) = 0,

where the operator L′j is the formal adjoint operator of Lj.
Applying the Fourier transform with respect to the variable x we obtain

l′t,jũ = −ũ′′ + (−t2 − ita(xj) + c(xj))ũ = f̃(t, y),

ũ(−1) = ũ(1) = 0

where ũ, f̃ are the Fourier transforms with respect to the variable x.
It is easy to show that there exists the inverse operator l′−1

t,j defined on L2(−1, 1).
To show this we repeat the calculations and reasoning used in the proof of Lemma 2.1
[10]. Hence, by using properties of the Fourier transform we obtain

u(x, y) = L′−1
j f = F−1

t→xl
′−1
t,j f̃ . (2.16)
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Lemma 2.6. Let conditions i)-ii) hold. Then

D(Lj) ⊆ D(L′j
∗
)

where D(Lj) and D(L′j
∗) are the domains of the operators Lj and L′j

∗, respectively.

Proof. According to the definition of the adjoint operator the equality〈
L′ju, v

〉
=
〈
u, L′j

∗
v
〉

holds for all u(x, y) ∈ D(L′j), v(x, y) ∈ D(L′j
∗).

If we prove that this equality also holds for all v ∈ D(Lj) then the lemma is proved.
Let un(x, y) ∈ C∞

0 (Ω) and un → u ∈ D(L′j), vn(x, y) ∈ C∞
0 (Ω) and vn → v ∈ D(Lj).

Then the equality
< L′jun, vn >=< un, Ljvn > (2.17)

holds for all un, vn ∈ C∞
0 (Ω).

The validity of this equality can be verified by integrating by parts and taking the
boundary conditions into account.

Now, passing to the limit in (2.17)

< L′ju, v >=< u,Ljv > .

Lemma 2.7. Let conditions i)-ii) hold. Then Ker(Lj) = {0}.

Proof. From (2.16) it follows that the range of the operator L′j coincides with the whole
space L2(Ω), i.e.

R(L′j) = L2(Ω). (2.18)

From the general theory of linear operators it is well known that

L2(Ω) = R(L′j)+̇KerL
′
j
∗
,

where +̇ denotes the orthogonal sum. Thus from (2.18) we obtain KerL′j
∗ = {0}.

Hence, using Lemma 2.6 we obtain Ker(Lj) = {0}. �
Now we show the existence of the inverse operator L−1

j of the operator Lj.
To do this, consider the problem:

Lju = uxx − uyy + a(xj)ux + c(xj)u = f ∈ C∞
0 (Ω), (2.19)

u(x,−1) = u(x, 1) = 0.

Applying the Fourier transform with respect to the variable x we obtain

lt,jũ = −ũ′′ + (−t2 + ita(xj) + c(xj))ũ = f̃(t, y),

ũ(−1) = ũ(1) = 0,
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where
ũ(t, y) = Fx→tu(x, y) =

1√
2π

∫
R

u(x, y)e−ixtdx

f̃(t, y) = Fx→tf(x, y) =
1√
2π

∫
R

f(x, y)e−ixtdx

By Lemma 2.2 it follows that
ũ = l−1

t,j f̃ .

Next, using the Fourier transform F−1
t→x we obtain

u(x, y) = L−1
j f = F−1

t→xl
−1
t,j f̃ . (2.20)

This equality holds for all f ∈ L2(Ω) , by virtue of the continuity of the operator
l−1
t,j and of the Fourier transform. Hence by Lemma 2.7 it follows that the continuous
operator L−1

j defined in L2(Ω) exists.

Proof of Theorem 2.2. From (2.20) using the properties of the Fourier transform we
obtain

‖u‖2
2 = ‖L−1

j f‖2
2 = ‖F−1

t→xl
−1
t,j f̃‖2

2 =

+∞∫
−∞

 1∫
−1

|l−1
t,j f̃(t, y)|2dy

 dt ≤ sup
t∈R

‖l−1
t,j ‖2

2→2‖f‖2
2.

Hence by Lemma 2.2 we obtain

‖L−1
j ‖2

2→2 ≤
c2

c2(xj)
. (2.21)

Inequality (2.2) is proved.
Next

DxL
−1
j f(x, y) =

∂

∂x
F−1

t→xl
−1
t,j f̃(t, y) = F−1

t→x(it)l
−1
t,j f̃(t, y).

Hence
‖DxL

−1
j f‖2

2 ≤ sup
t∈R

‖itl−1
t,j ‖2

2→2‖f‖2
2.

By virtue of the part a) of Lemma 2.1 from the last inequality we obtain

‖DxL
−1
j f‖2

2 ≤
1

|a(xj)|2
‖f‖2

2,

which proves inequality (2.3).
Similarly, and using the part c) of Lemma 2.1 we obtain

‖DyL
−1
j f‖2

2 ≤
c2

c(xj)
‖f‖2

2.

�
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3 Proofs of main theorems

To prove the main theorems, in addition to the lemmas given above, we will use the
following statement on coverings of de Guzman-Besicovitch type (see [12,15]).

Lemma 3.1. Let conditions i)-iii) hold. Then there exists a covering such that:

a)
∑
{j}
ϕ2

j ≡ 1, ϕj ∈ C∞
0 (∆j),

⋃
{j}

∆j = R, j ∈ Z;

b) ‖Dα
xϕj‖C(R) ≤ c

bαdα(xj)
,

where b > 0, c > 0, α = 0, 1, 2, d(xj) is the length of the interval ∆j = (xj − d(xj)

2
, xj +

d(xj)

2
);

c) every set ∆j intersects at most ξ sets of the family {∆j}j=+∞
j=−∞, where ξ is some

constant.

Remark 4. Note that by using conditions i)− iii) it is possible to build the system of
functions {ϕj(·)}j=+∞

j=−∞ in such way that any x ∈ R can belong to at most three segments
of the system of segments {suppϕj(·)}. This condition is assumed to be satisfied in the
following.

We define the operator

Kf =
∑
{j}

ϕjL
−1
j ϕjf, f(x, y) ∈ C∞

0 (Ω).

We can easily verify that the operator K is bounded, has a closure in L2(Ω), and
Kf ⊆ D(L) for all f(x, y) ∈ C∞

0 (Ω).
Applying the operator L to the operator Kf we obtain

LKf = f + Af +Bf, f(x, y) ∈ C∞
0 (Ω),

where

Af =
∑
{j}

ϕj(a(x)− a(xj))(L
−1
j ϕjf)x +

∑
{j}

ϕj(c(x)− c(xj))L
−1
j ϕjf, (3.1)

Bf =
∑
{j}

(ϕj)xa(x)L
−1
j ϕjf +

∑
{j}

(ϕj)xxL
−1
j ϕjf + 2

∑
{j}

(ϕj)x(L
−1
j ϕjf)x, (3.2)

i.e. the following lemma holds.

Lemma 3.2. Let conditions i)-iii) hold. Then the equality

LKf = [E + A+B]f (3.3)

holds for all functions f ∈ C∞
0 (Ω), where the operators A,B are defined by (3.1)-(3.2).
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Lemma 3.3. Let a(x), c(x) ∈ K(τ, b). Then there exist numbers τ0 and b0 such that,
for all τ ∈ (0, τ0) and b > b0 the operators A and B are bounded and the inequality

‖A+B‖2→2 < 1

holds.

Lemma 3.4. Let the assumptions of Lemma 3.3 hold. Then

L−1
np = K[E + A+B]−1, (3.4)

where L−1
np is the right inverse operator of the operator L.

Proof. Using Lemma 3.3 and (3.3), we obtain the representation (3.4).

Proof of Lemma 3.3. We estimate the norm of the operator A in the space L2(Ω). To
show this we estimate each term separately. We will first estimate the norm of the first
term of equation (3.1). According to Theorem 2.2 and Remark 1 we have∥∥∥∥∥∥

∑
{j}

ϕj(a(x)− a(xj))DxL
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 9
∑
{j}

∥∥ϕj(a(x)− a(xj))Dx(L
−1
j ϕjf)

∥∥2

2

or ∥∥∥∥∥∥
∑
{j}

ϕj(a(x)− a(xj))DxL
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 9 sup
{j}

sup
x∈∆j

|a(x)− a(xj)|2

|a(xj)|2
‖f‖2

2. (3.5)

Here the equality ‖
∑
{j}
ϕjf‖2

2 = ‖f‖2
2 was taken into account.

Now, we will estimate the norm of the second term. Taking into account Theo-
rem 2.2 and repeating the computations used in the proof of inequality (3.5), we can
see that∥∥∥∥∥∥

∑
{j}

ϕj(c(x)− c(xj))L
−1
j ϕjf(x, y)

∥∥∥∥∥∥
2

2

≤ 9 sup
{j}

sup
x∈∆j

|c(x)− c(xj)|2

c2(xj)
‖f‖2

2 . (3.6)

Taking into account conditions i)− iii) from inequalities (3.5) and (3.6) we obtain

‖A‖2
2→2 ≤ c(τ + τ 2). (3.7)

We must choose τ0 = c(τ + τ 2) < 1
2

for the validity of Lemma 3.3.
Now, we will estimate the norm of the operator B. Consider the first term. Ac-

cording to Theorem 2.2 and Lemma 3.1 we obtain∥∥∥∥∥∥
∑
{j}

(ϕj)xa(x)L
−1
j ϕjf(x, y)

∥∥∥∥∥∥
2

2

≤ 9
∑
{j}

sup
x∈∆j

c2|a(x)|2

b2d2(xj)

∥∥L−1
j

∥∥2

2
‖ϕjf‖2

2,
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where c > 0 is the constant from Lemma 3.1. Hence, according to (2.21) and taking
into account conditions i)− iii) we obtain∥∥∥∥∥∥

∑
{j}

(ϕj)xa(x)L
−1
j ϕjf(x, y)

∥∥∥∥∥∥
2

2

≤ 9 sup
{j}

sup
x∈∆j

c2|a(x)|2

b2d2(xj)(c(xj))2
‖f‖2

2 ≤
c(τ + 1)

b2
. (3.8)

Now we consider the norm of the second term of the operator B, i.e.∥∥∥∥∥∥
∑
{j}

(ϕj)xxL
−1
j ϕjf(x, y)

∥∥∥∥∥∥
2

2

≤ 9 sup
{j}

sup
x∈∆j

c4

b4d4(xj)(c(xj))2
‖f‖2

2 .

Hence, using conditions i)− iii) we obtain∥∥∥∥∥∥
∑
{j}

(ϕj)xxa(x)L
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ c

b4
‖f‖2

2 , (3.9)

where c is the constant in Lemma 3.1.
Similarly, we obtain∥∥∥∥∥∥

∑
{j}

(ϕj)xDxL
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ c sup
{j}

sup
x∈∆j

c2

b2d2(xj)|a(xj)|2
‖f‖2

2 ≤
c

b2
‖f‖2

2 . (3.10)

for the third term of the operator B.
From estimates (3.8)-(3.10) it follows that

‖B‖2
2 ≤

(
c(τ + 1)

b2
+

c

b4
+

c

b2

)
≤ c

(
τ + 1

b2
+

1

b4
+

1

b2

)
. (3.11)

For the validity of Lemma 3.3 we must choose b so that ‖B‖2→2 < 1
2
. Now

Lemma 3.3 follows from (3.7) and (3.11). �
Let

ã(x) =
∑
{j}

a(xj)ϕ
2
j , c̃(x) =

∑
{j}

c(xj)ϕ
2
j ;

L̃u = uxx − uyy + ã(x)ux + c̃(x)u, u ∈ C∞
0 (Ω);

L̃′u = uxx − uyy − ã(x)ux − (ã(x))xu+ c̃(x)u, u ∈ C∞
0 (Ω),

where L̃′ is the formal adjoint operator. Note that for functions u, v ∈ C∞
0 (Ω) the

equality
< L̃u, v >=< u, L̃′v >

holds.
The operators L̃ and L̃′ admit closures in the space L2(Ω) which also will be denoted

by L̃, L̃′ respectively.
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We introduce the operator

M ]f =
∑
{j}

ϕjL
′
j
−1
ϕjf, f(x, y) ∈ C∞

0 (Ω),

where L′j
−1 is the inverse operator to the operator L′j,

L′ju = uxx − uyy − a(xj)ux + c(xj)u, u ∈ D(L′j).

Lemma 3.5. Let conditions i)-iii) hold. Then the following equalities hold for all
functions f(x, y) ∈ C∞

0 (Ω)

L̃Kf = [E + A1 +B1]f, (3.12)

L̃′M ]f = [E + A2 +B2]f, (3.13)

where
Kf =

∑
{j}

ϕjL
−1
j ϕjf,

A1f =
∑
{j}

ϕj(ã(x)− a(xj))[L
−1
j ϕjf ]x +

∑
{j}

ϕj(c̃(x)− c(xj))L
−1
j ϕjf,

B1f =
∑
{j}

(ϕj)xã(x)L
−1
j ϕjf +

∑
{j}

(ϕj)xxL
−1
j ϕjf + 2

∑
{j}

(ϕj)x[L
−1
j ϕjf ]x,

A2f =
∑
{j}

ϕj(a(xj)− ã(x))[L′−1
j ϕjf ]x +

∑
{j}

ϕj(c̃(x)− c(xj))L
′−1
j ϕjf,

B2f =
∑
{j}

(ϕj)xã(x)L
′−1
j ϕjf −

∑
{j}

ϕj(ã(x))xL
′−1
j ϕjf.

Here it was taken into account that (ϕj)yy = 0, (ϕj)y = 0.

Proof. Lemma 3.5 is proved exactly in the same way as Lemma 3.2.

Lemma 3.6. Let a, c ∈ K(τ, b). Then there exist numbers τ0 and b0 such that, for all
τ ∈ (0, τ0) and b > b0 the operators Ai + Bi, i = 1, 2, are bounded and for them the
inequality

‖Ai +Bi‖2→2 <
1

2
, i = 1, 2,

holds.

Lemma 3.7. Let the assumptions of Lemma 3.6 hold. Then the equalities

L̃−1
np = K[E + A1 +B1]

−1, (3.14)

L̃′−1
np = M ][E + A2 +B2]

−1, (3.15)

hold, where L̃−1
np , L̃

′−1
np are the right inverse operators of L̃, L̃′ respectively.
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Lemma 3.7 is proved exactly in the same way as Lemma 3.4.
Proof of Lemma 3.6. We estimate the norm of the operator A1 in L2(Ω). To do this,
we estimate each term separately. Using Remark of Lemma 3.1 and the fact that at
most three functions ϕj are nonzero on suppϕj, we obtain∥∥∥∥∥∥

∑
{j}

ϕj(ã(x)− a(xj))DxL
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 9
∑
{j}

sup
x∈∆j

|ã(x)− a(xj)|2
∥∥DxL

−1
j

∥∥2

2
‖ϕjf‖2

2 .

(3.16)

According to Lemma 3.1 we have
j+1∑

i=j−1

ϕ2
i (x) ≡ 1, x ∈ ∆j. Taking this into account

and the conditions i)− iii) we obtain

|ã(x)− a(xj)| ≤ c
√
τ(τ + 2)|a(xj)|. (3.17)

Taking into account the conditions i) − iii) and directly calculating we verify the
validity the following inequalities

1

2(τ + 1)
≤ c(x)

c(t)
≤ 2(τ + 1) for |x− t| ≤ b · d(t),

c0
c1

1

2(τ + 1)
≤ a2(x)

a2(t)
≤ c0
c1
· 2(τ + 1) for |x− t| ≤ b · d(t). (3.18)

With inequalities (3.17), (3.18) and (2.3), from (3.16) we obtain∥∥∥∥∥∥
∑
{j}

ϕj(ã(x)− a(xj))DxL
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 9
cτ(2 + τ)|a(xj)|2

|a(xj)|2
‖f‖2

2 ≤ 9cτ(2 + τ) ‖f‖2
2 . (3.19)

Exactly in the same way, repeating the computations used in the proof of inequality
(3.19), we obtain∥∥∥∥∥∥

∑
{j}

ϕj(c̃(x)− c(xj))L
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 9cτ 2(2 + τ) ‖f‖2
2 . (3.20)

Finally we obtain from (3.19)-(3.20)

‖A1‖2
2→2 ≤ 9c(τ(2 + τ) + τ 2(2 + τ)). (3.21)

We estimate the norm of the first term of the operator B1:∥∥∥∥∥∥
∑
{j}

(ϕj)xã(x)L
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 9 sup
{j}

(
sup
x∈∆j

c2|ã(x)|2

b2d2(xj)

)
1

(c(xj))2
‖f‖2

2 . (3.22)
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On the other hand we have:

|ã(x)| =

∣∣∣∣∣
j+1∑

i=j−1

a(xi)ϕi

∣∣∣∣∣ ≤ |a(xj−1)|+ |a(xj)|+ |a(xj+1)|,

for x ∈ ∆j. Hence according to inequality (3.18) and condition ii) we have:

|ã(x)| ≤ (4τ + 5)|a(xj)|. (3.23)

Hence, from (3.20) by (3.23) we obtain∥∥∥∥∥∥
∑
{j}

(ϕj)xã(x)L
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ c(4τ + 5)2

b2
. (3.24)

Next, using estimate (2.2) and Lemma 3.1 and direct calculations we have:∥∥∥∥∥∥
∑
{j}

(ϕj)xxL
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 12 sup
{j}

c4

b4d4(xj)
· 1

(c(xj))2
‖f‖2

2 ≤ 12
c

b4
‖f‖2

2. (3.25)

Next, using Theorem 2.2, Lemma 3.1 and conditions i)− iii) we obtain∥∥∥∥∥∥2
∑
{j}

(ϕj)xL
−1
j ϕjf

∥∥∥∥∥∥
2

2

≤ 48 sup
{j}

c2

b2d2(xj)
· 1

a2(xj)
‖f‖2

2 ≤
c

b2
‖f‖2

2. (3.26)

From inequalities (3.24)-(3.26) it follows that

‖B‖2
2→2 ≤

c(4τ + 5)2

b2
+

12c

b4
+

c

b2
, (3.27)

Now we must choose τ and b so that

‖A1 +B1‖2→2 ≤ ‖A‖2→2 + ‖B‖2→2 <
1

2
. (3.28)

for the validity of Lemma 3.6.
Repeating the computations used in the proof of inequality (3.28), we obtain

‖A2 +B2‖2→2 <
1

2
. (3.29)

�

Lemma 3.8. Let the assumptions of Lemma 3.6 be satisfied. Then the equality

L̃−1 = K[E + A1 +B1]
−1) (3.30)

holds, where L̃−1 is the inverse operator of L̃.
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Proof. To prove Lemma 3.8, we will show KerL̃ = {0}. It is well known from the
general theory of linear operators that

L2(Ω) = R(L̃)+̇KerL̃∗, ; L2(Ω) = R(L̃′)+̇Ker(L̃′)∗.

From equalities (3.14), (3.15) it follows that

KerL̃∗ ≡ {0}, ; Ker(L̃′)∗ ≡ {0}. (3.31)

Since D(L̃) ⊆ D((L̃′)∗), then from equality (3.31) it follows

Ker(L̃) ≡ {0}. (3.32)

Taking into account (3.32) from (3.14) we have

L̃−1 = K[E + A1 +B1]
−1.

Lemma 3.9. Let the assumptions of Lemma 3.8 be satisfied. Then KerK = {0}.

Proof. Since Ker[E + A1 + B1] ≡ {0}, then from (3.30) and (3.32) it follows that
KerK = {0}.

Lemma 3.10. Let the assumptions of Theorem 1.1 holds. Then the operator L admits
a closure.

Proof. Let un → 0, Lun → v(v ∈ L2(Ω), un ∈ C∞
0 (Ω), n = 1, 2, ...). By Lemma 3.9

it follows that un is represented as un = Kvn, vn ∈ L2(Ω) (since C∞
0 (Ω) ⊂ D(L̃) =

R(K)). We have

Lun = LKvn = [E + A+B]vn → v for n→∞,

hence
vn → [E + A+B]−1v, Kvn → K[E + A+B]−1v.

From un = Kvn → 0, we obtain K[E + A + B]−1v = 0. Hence, we conclude that
v = 0.

Lemma 3.11. Let the assumptions of Lemma 3.8 holds. Then KerL ≡ {0}.

Proof. Let Lu = 0, u ∈ D(L), u 6= 0. Then there exists a sequence {un}∞n=1 such
that

un → u, Lun → Lu, un ∈ C∞
0 (Ω) ⊂ D(L).

Now using the representation un = Kvn, vn ∈ L2(Ω), we obtain

Lun = LKvn = [E + A+B]vn → 0 (3.33)

as n → ∞. Since Ker[E + A + B] ≡ {0}, then from (3.33) it follows that vn → 0.
Hence and from the representation un = Kvn we obtain un → 0. Therefore u = 0.
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Proofs of Theorems 1.1 and 1.2. The proofs of both theorems follow by Lemmas 3.4,
3.10 and 3.11. �
Proof of Theorem 1.3. By virtue of (3.4) and Lemma 3.11 we can conclude the operator
c(x)(L + λE)−1 is bounded (or unbounded) with the operator c(x)K(E + A + B)−1.
Hence, repeating the computations used in the proof of lemmas 3.3 and 3.4, using the
inequality (3.18) we obtain

‖c(x)L−1‖2→2 ≤ c1 <∞,

where c1 > 0 is constant.
Similarly, we obtain

‖u(x)DxL
−1‖2→2 ≤ c2 <∞,

where c2 > 0 is constant.
By virtue of these inequalities we obtain

‖uxx − uyy‖2 = ‖Lu− a(x)ux − c(x)u‖2 ≤ ‖Lu‖2 + ‖a(x)ux‖2 + ‖c(x)u‖2 ≤

≤ ‖Lu‖2 + ‖a(x)DxL
−1Lu‖2 + ‖c(x)L−1Lu‖2 ≤ c3‖Lu‖2,

wherec3 > 0 is constant which does not depending on u(x, y).
Hence, it follows that

‖uxx − uyy‖2 + ‖a(x)ux‖2 + ‖c(x)u‖2 ≤ c‖Lu‖2,

where c > 0 is constant, u(x, y) ∈ D(L). �
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