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Abstract. The problem is considered of constructing optimal (i.e. minimal) gener-
alized Banach function space or optimal Banach function space, containing the given
cone of nonnegative, decreasing functions in a weighted Lebesgue space.

1 Introduction

In the paper the problem is considered of constructing optimal (i.e. minimal) general-
ized Banach function space (briefly: GBFS) or optimal (i.e. minimal) Banach function
space (briefly: BFS), containing a given cone of nonnegative, decreasing functions (i.e.
0 ≤ h ↓) in the weighted space

Lp,u(0, T ) =

f ∈M : ‖f‖Lp,u(0,T ) =

( T∫
0

|f |pu dt
) 1

p

<∞

 .

Here M is the set of all measurable functions, 0 < p < ∞, T ∈ R+ = (0,∞), u is a
positive, measurable function:

K0 = {h ∈ Lp,u(0, T ) : 0 ≤ h ↓} (1.1)

equipped with the functional

ρK0(h) = ‖h‖Lp,u(0,T ) =

( T∫
0

hpu dt

) 1
p

. (1.2)

Exact description is obtained of the optimal GBFS, containing cone (1.1).
The structure of this paper is the following. In the introduction we shortly describe
the basic concepts and facts of BFS and GBFS theory necessary for the further. In
Section 2 we consider basic notation and formulate the results of the paper. In Section
3 proofs of main results are contained.
Throughout the paper we will use the following concepts and facts of GBFS theory.
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Let us define as L0(0, T ) the set of measurable, finite almost everywhere (shortly: a. e.)
functions. Set L+

0 (0, T ) = {g ∈ L0(0, T ), g ≥ 0}. For cone (1.1) we define embedding
into BFS (GBFS) X = X(0, T ).
We recall the definition of a function norm (shortly: FN) introduced by C. Bennett
and R. Sharpley [2].

Definition 1. A mapping ρ : L+
0 → [0,∞] is called a function norm (shortly: FN)

if, for all f, g, fn(n ∈ N) from L+
0 , for all constants α ≥ 0 and for all µ-measurable

subsets E ⊂ A the following properties hold:
(P1) ρ(f) = 0 ⇔ f = 0 µ -a.e.; ρ(αf) = αρ(f); ρ(f + g) ≤ ρ(f) + ρ(g);

(P2) 0 ≤ g ≤ f µ-a.e. ⇒ ρ(g) ≤ ρ(f)

(property of monotonicity);

(P3) 0 ≤ fn ↑ f µ-a.e. ⇒ ρ(fn) ↑ ρ(f)

(the Fatou property );

(P4) µ(E) <∞⇒
∫
E

fdµ ≤ CEρ(f)

(local integrability) for some CE ∈ R, depending on E and ρ, but independent of f ;

(P5) µ(E) <∞⇒ ρ(χE) <∞.

Definition 2. Let ρ be a FN. The collection X = X(ρ) of all functions f in L0, for
which ρ(|f |) <∞ is called BFS, generated by FN ρ; for each f in X define

‖f‖X = ρ(|f |).

Now we generalize these definitions in the following way.

Definition 3. A mapping ρ : L+
0 → [0,∞] is called a generalized function norm

(shortly: GFN), if it satisfies the conditions (P1)-(P3) from the Definition 1.1, also the
following conditions are fulfilled:

(P4)′ µ(E) <∞⇒ ∃hE ∈ L+
0 , hE > 0 µ-a.e. on E, so that∫

E

fhEdµ ≤ ρ(f).

Here, hE depends on E and ρ, but is independent of f ∈ L+
0 .

(P5)′ µ(E) <∞⇒ ∃fE ∈ L+
0 , fE > 0 µ-a.e. on E : ρ(fE) <∞.

Definition 4. Let ρ be a GFN. The collection X = X(ρ) of all functions f in L0, for
which ρ(|f |) <∞, is called GBFS, generated by GFN ρ; for each f in X define

‖f‖X = ρ(|f |).
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Next, we formulate some results concerning general properties of BFS (GBFS) (see
[1], [2] for proofs).

Theorem 1.1. Let X be a BFS (GBFS).Then, X is complete.

Definition 5. For a FN (GFN) ρ we determine an associate norm ρ′ on L+
0 by the

formula: for g ∈ L+
0

ρ′(g) = sup

{∫
A

fgdµ : f ∈ L+, ρ(f) ≤ 1

}
.

Theorem 1.2. Let ρ be a FN (GFN). Then the associate norm ρ′ is a FN (GFN)
itself, and the space X ′ = X(ρ′), generated by this norm, is a BFS (GBFS).

Remark 1. Detailed proofs of the above theorems are presented respectively in [2,Ch.1-
2] and [1,Ch.1].

Finally, we mention a well known lemma which is useful in consideration of discrete
norms.

Lemma 1.1. Let 0 < p ≤ ∞, 1 ≤ q ≤ ∞; βm > 0, βm+1

βm
≥ B > 1,m ∈

Z = 0,±1,±2,±3, . . . (or m ∈ N = 0, 1, 2, 3, . . .). Then for all am ≥ 0 the following
estimates hold: (∑

m

[
βm(

∑
l≥m

aql )
1
q

]p) 1
p

≤ c(B, p)

(∑
m

[βmam]p
) 1

p

; (1.3)

(∑
m

[
β−1
m (
∑
l≤m

aql )
1
q

]p) 1
p

≤ c(B, p)

(∑
m

[
β−1
m am

]p) 1
p

. (1.4)

Here, c(B, p) ∈ R+ (with natural modification at p = ∞ and/or q = ∞).
Notice that the inverse inequalities are right with the constant equal to unit, so that
we have the two-sided estimates in (1.3) and (1.4).

2 Notation and results

Let cone (1.1) be given, and let X = X(0, T ) be a GBFS.

Definition 6. The embedding
K0 7→ X (2.1)

means that K0 ⊂ X and there exists constant cK0 ∈ R such that

‖h‖X ≤ cK0 ρK0(h), h ∈ K0. (2.2)

Definition 7. BFS (GBFS) X0 = X0(0, T ) is called optimal (minimal) for the
embedding (2.1), if

1) K0 7→ X0,
2) if (2.1) holds for some GBFS X = X(0, T ) then it follows that X0 ⊂ X.
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In [4] the formula is obtain for norm, associated to the norm of optimal BFS
(GBFS):

‖g‖X′
0

= sup

{ T∫
0

|g|h dt : h ∈ K0, ρK0(h) ≤ 1

}
. (2.3)

Here, g ∈ L0(0, T ). Recall that BFS (GBFS) X ′(0, T ), associated to BFS (GBFS)
X(0, T ), has the norm (see [2; Ch. 1,2])

‖g‖X′ = sup

{ T∫
0

|g|hdt : h ∈ X(0, T ), ‖h‖X ≤ 1

}
. (2.4)

So, if the cone K0 coincided with BFS (GBFS) X and ρK0(h) = ‖h‖X , then formula
(2.3), according to principal of duality, would arrived at equality X0 = X ′′

0 = X. In
our case it is not true, and formula (2.3) allows to construct the space, associated to
the optimal BFS (GBFS) X0(0, T ), containing K0.

The aim of this work is to construct optimal BFS (GBFS) X0(0, T ) for cone K0,
relying on (2.3). The main result is following.

Theorem 2.1. Let the cone K0 (1.1), equipped with functional ρK0 (1.2), be given.
Define U(t) =

∫ t
0
udτ, 0 < U(t) < ∞, t ∈ (0, T ). Then, optimal GBFS X0, containing

cone K0 (1.1), has the norm

‖f‖X0(0,T ) =

(∫ T

0

‖f‖pL∞(t,T ) u(t)dt

) 1
p

, 1 ≤ p <∞; (2.5)

‖f‖X0(0,T ) =

∫ T

0

‖f‖L∞(t,T ) ũ(t)dt, 0 < p < 1, ũ(t) =
1

p
U(t)

1
p
−1u(t). (2.6)

Remark 2. In the case U(T − 0) := U(T ) <∞ X0 is a BFS if the following condition

is fulfilled: u−
p′
p ∈ Lloc1 (0, T ). In the case U(T ) = ∞ X0 is GBFS, but not BFS.

Remark 3. Note that nonweight case u is considered in [5].

3 Proofs of results formulated in Section 2

3.1. Proof of Theorem 2.1 in the case 1 ≤ p <∞.

Proof. Consider two cases.
1. U(T ) = ∞. Let us construct optimal GBFS. We use the following partition:
U(tm) = 2m,m ∈ Z. As 0 < U(t) ↑,
U(+0) = 0, U(T ) = ∞, so 0 < tm < tm+1 < . . . < T,m ∈ R, lim

m→−∞
tm = 0, lim

m→+∞
tm =

T .
At first, consider the case p = 1. For g ∈ L+

0 (0, T ), according to (2.3),

‖g‖X′
0(0,T ) = sup

{ T∫
0

gh dt : h ∈ L1,u(0, T ), 0 ≤ h ↓, ‖h‖L1,u(0,T ) ≤ 1

}
.
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This value is obtained in [3]:

‖g‖X′
0(0,T ) = Ag := sup

{
U(t)−1

t∫
0

g dτ : t ∈ (0, T )

}
. (3.1)

Our aim is to show that the norm, associated with norm (3.1), is equivalent to the norm
on right-hand side of (2.4) for p = 1. For this purpose, in view of Z = 0,±1,±2, . . .,
denote

Bg = sup
l∈Z

2−l
tl∫

tl−1

gdτ. (3.2)

It is obvious that Bg ≤ Ag. Conversely,

Ag = sup
k∈Z

sup
t∈[tk−1,tk)

U(t)−1

t∫
0

g dτ ≤ sup
k∈Z

[
2−(k−1)

∑
l≤k

tl∫
tl−1

g dτ

]
.

But
tl∫

tl−1

g dτ ≤ 2lBg, l ∈ Z. So,

Ag ≤ Bg sup
k∈Z

[
2−(k−1)

∑
l≤k

2l
]

= Bg sup
k∈Z

[2−(k−1)2k+1] = 4Bg. (3.3)

Next, for f, g ∈ L+
0 (0, T ) we have

T∫
0

fg dτ =
∑
k∈Z

tk∫
tk−1

fg dτ ≤
∑
k∈Z

‖f‖L∞(tk−1,tk)

tk∫
tk−1

g dτ ≤

≤ Bg

∑
k∈Z

2k‖f‖L∞(tk−1,tk) ≤ Ag
∑
k∈Z

2k‖f‖L∞(tk−1,tk).

Thus, according to (3.1), for f ∈ L+
0 (0, T )

‖f‖X0(0,T ) = sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ), Ag ≤ 1

}
≤
∑
k∈Z

2k‖f‖L∞(tk−1,tk). (3.4)

At the same time, for every ε ∈ (0, 1), f ∈ L+
0 (0, T ), k ∈ Z, there exists gk, such that

0 ≤ gk ∈ L1(tk−1, tk),

tk∫
tk−1

gk dτ = 1; (3.5)

tk∫
tk−1

fgk dτ ≥ (1− ε)‖f‖L∞(tk−1,tk). (3.6)
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Now let us define the function g̃ ∈ L+
0 (0, T ) by the following formula

g̃ = 2kgk(τ), τ ∈ [tk−1, tk) k ∈ Z. (3.7)

Then, according to (3.2), (3.5),

Bg̃ = sup
k∈Z

2−k
tk∫

tk−1

g̃ dτ = 1.

So, taking into account (3.3), we obtain Ag̃ ≤ 4. Therefore,

‖f‖X0(0,T ) =
1

4
sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ), Ag ≤ 4

}
≥

1

4

T∫
0

fg̃ dτ =
1

4

∑
k∈Z

2k
tk∫

tk−1

fgk dτ.

Taking into account inequality (3.6), we have

‖f‖X0(0,T ) ≥
1− ε

4

∑
k∈Z

2k‖f‖L∞(tk−1,tk) ≥
1

4
‖f‖X0(0,T )

for every ε ∈ (0, 1) and f , not depending on ε.
Together with (3.4) we obtain from here

‖f‖X0(0,T ) ≤
∑
k∈Z

2k‖f‖L∞(tk−1,tk) ≤ 4‖f‖X0(0,T ). (3.8)

Let us estimate right-hand side value of (2.5) in the case p = 1. We have

T∫
0

‖f‖L∞(τ,T )u(τ) dτ =
∑
k∈Z

tk∫
tk−1

‖f‖L∞(τ,T )u(τ) dτ ≤
∑
k∈Z

‖f‖L∞(tk−1,T )

tk∫
tk−1

u(τ)dτ =

=
∑
k∈Z

‖f‖L∞(tk−1,T )2
k−1 ≤

∑
k∈Z

2k−1
∑
l≥k

‖f‖L∞(tl−1,tl) =

=
∑
l∈Z

‖f‖L∞(tl−1,tl)

∑
k≤l

2k−1 =
∑
l∈Z

‖f‖L∞(tl−1,tl)2
l. (3.9)

At the same time,

T∫
0

‖f‖L∞(τ,T )u(τ) dτ =
∑
k∈Z

tk∫
tk−1

‖f‖L∞(τ,T )u(τ) dτ ≥
∑
k∈Z

‖f‖L∞(tk,T )

tk∫
tk−1

u(τ) dτ ≥
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≥ 1

4

∑
k∈Z

‖f‖L∞(tk,tk+1)2
k+1 =

1

4

∑
l∈Z

‖f‖L∞(tl−1,tl)2
l. (3.10)

As a result, from (3.9) and (3.10) we obtain

T∫
0

‖f‖L∞(τ,T )u(τ) dτ ≤
∑
l∈Z

‖f‖L∞(tl−1,tl)2
l ≤ 4

T∫
0

‖f‖L∞(τ,T )u(τ) dτ.

It follows from here and from (3.8) that

1

4
‖f‖X0(0,T ) ≤

T∫
0

‖f‖L∞(τ,T )u(τ) dτ ≤ 4‖f‖X0(0,T ).

It proves equivalence (2.5) in the case p = 1.
Now, we consider the case 1 < p < ∞. For g ∈ L+

0 (0, T ), according to (2.3), we
have

‖g‖X′
0(0,T ) = sup

{ T∫
0

gh dt : 0 ≤ h ↓; h(t+ 0) = h(t), t ∈ (0, T ); ‖h‖Lp,u(0,T ) ≤ 1

}
.

The following two-sided estimate takes place for this value (see [8]): let g ∈ L+
0 (0, T ),

then
‖g‖X′

0(0,T )
∼= ρ̃0(g), (3.11)

here

ρ̃0(g) =

( T∫
0

[ t∫
0

g dτ

]p′
U−p′(t)u(t) dt

) 1
p′

. (3.12)

Let us show that for g ∈ L+
0 (0, T )

ρ̃0(g) ∼= ρ1(g) :=

(∑
k∈Z

2−
kp′
p

( tk∫
tk−1

g dτ

)p′) 1
p′

. (3.13)

We have

ρ̃0(g) =

(∑
k∈Z

tk∫
tk−1

[ t∫
0

g dt

]p′
U−p′(t)u(t) dt

) 1
p′

. (3.14)

So,

ρ̃0(g) ≤
(∑

k∈Z

( tk∫
0

g dτ

)p′ tk∫
tk−1

U−p′(t)u(t) dt

) 1
p′ ∼=

(∑
k∈Z

(∑
l≤k

tl∫
tl−1

g dτ

)p′
2−

kp′
p

) 1
p′

.
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Since 2−
(k+1)p′

p = 2−
p′
p 2−

kp′
p and 0 < 2−

p′
p < 1, then according to Lemma 1.1,

(∑
k∈Z

(∑
l≤k

tl∫
tl−1

g dτ

)p′
2−

kp′
p

) 1
p′ ∼=

(∑
k∈Z

( tk∫
tk−1

g dτ

)p′
2−

kp′
p

) 1
p′

. (3.15)

We obtain from these estimates that:

ρ̃0(g) ≤ cρ1(g). (3.16)

Let us obtain inverse estimate. According to (3.14), we have for g ∈ L+
0 (0, T )

ρ̃0(g) ≥
(∑

k∈Z

( tk−1∫
0

g dτ

)p′ tk∫
tk−1

U− p′
p
−1u dt

) 1
p′ ∼=

(∑
k∈Z

( tk−1∫
0

g dτ

)p′
2−

(k−1)p′
p

) 1
p′

≥

≥
(∑

k∈Z

( tk−1∫
tk−2

g dτ

)p′
2−

(k−1)p′
p

) 1
p′

=

(∑
l∈Z

( tl∫
tl−1

g dτ

)p′
2−

lp′
p

) 1
p′

.

Estimate (3.13) follows from here and from (3.16).
Now we show that for all f, g ∈ L+

0 (0, T )

T∫
0

fg dτ ≤ ρ1(g)

(∑
k∈Z

2k‖f‖pL∞(tk−1,tk)

) 1
p

. (3.17)

Actually, using consequently Hölder’s inequality for integrals and for sums, we obtain

T∫
0

fg dτ =
∑
k∈Z

tk∫
tk−1

fg dτ ≤
∑
k∈Z

‖f‖L∞(tk−1,tk)

tk∫
tk−1

g dτ ≤

≤
(∑

k∈Z

2k‖f‖pL∞(tk−1,tk)

) 1
p
(∑

k∈Z

( tk∫
tk−1

g dτ

)p′
2−

kp′
p

) 1
p′

,

which arrives at (3.17). Denote

|||f ||| :=
(∑

k∈Z

2k‖f‖pL∞(tk−1,tk)

) 1
p

, (3.18)

and rewrite the inequality:
T∫

0

fg dτ ≤ |||f ||| ρ1(g). (3.19)
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For f ∈ L+
0 (0, T ) we use the following equality for the norm in optimal GBFS:

‖f‖X0(0,T ) = sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ), ‖g‖X′

0(0,T ) ≤ 1

}
and take into account equivalences (3.11) and (3.13). Then, for f ∈ L+

0 (0, T ) we get

‖f‖X0(0,T )
∼= sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ); ρ1(g) ≤ 1

}
. (3.20)

It follows immediately from here and from (3.19) that there exists c3 ∈ R+, such that

‖f‖X0(0,T ) ≤ c3|||f |||, f ∈ L+
0 (0, T ). (3.21)

Our aim is to obtain inverse estimate. It follows from the accuracy of Hölder’s
inequality for sequences that there exists sequence {αk}k∈Z with the properties:

αk ≥ 0, k ∈ Z, ‖{αk}‖lp′ =

(∑
k∈Z

αp
′

k

) 1
p′

= 1;

∑
k∈Z

2
k
p ‖f‖L∞(tk−1,tk) αk =

(∑
k∈Z

2k‖f‖pL∞(tk−1,tk)

) 1
p

. (3.22)

Next, it follows from the accuracy of Hölder’s inequality for integrals that for every
ε ∈ (0, 1), f ∈ L+

0 (0, T ), k ∈ Z there exists gk ∈ L+
0 (tk−1, tk), such that

tk∫
tk−1

gk dτ = 2
k
pαk;

tk∫
tk−1

fgk dτ ≥ (1− ε)2
k
pαk‖f‖L∞(tk−1,tk). (3.23)

Consider that
g̃(τ) = gk(τ), τ ∈ [tk−1, tk), k ∈ Z.

Then, g̃ ∈ L+
0 (0, T ) and

ρ1(g̃) =

(∑
k∈Z

( tk∫
tk−1

gk dτ

)p′
2−

kp′
p

) 1
p′

=

(∑
k∈Z

αp
′

k

) 1
p′

= 1.

It follows from here and from (3.20) that

‖f‖X0(0,T ) ≥ c4

T∫
0

fg̃ dτ = c4
∑
k∈Z

tk∫
tk−1

fgk dτ.

Substituting here (3.23) and (3.22), we obtain

‖f‖X0(0,T ) ≥ (1− ε)c4

(∑
k∈Z

2k‖f‖pL∞(tk−1,tk)

) 1
p

= (1− ε)c4|||f |||
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for every ε ∈ (0, 1), f , not depending on ε. Thus,

‖f‖X0(0,T ) ≥ c4|||f |||.

Combined with (3.21), this estimate yields

‖f‖X0(0,T )
∼= |||f |||. (3.24)

Now we have to prove the equivalence

|||f ||| ∼=
( T∫

0

‖f‖pL∞(t,T )u(t) dt

) 1
p

, (3.25)

and relation (2.5) will be obtained for 1 < p <∞. We have

T∫
0

‖f‖pL∞(t,T )u dt =
∑
k∈Z

tk∫
tk−1

‖f‖pL∞(t,T )u(t) dt ≤
∑
k∈Z

‖f‖pL∞(tk−1,T )

tk∫
tk−1

u(t) dt =

=
∑
k∈Z

‖f‖pL∞(tk−1,T )2
k−1 ≤

∑
k∈Z

(∑
l≥k

‖f‖L∞(tl−1,tl)

)p
2k−1. (3.26)

Now we use Lemma 1.1, according to which∑
k∈Z

(∑
l≥k

‖f‖L∞(tl−1,tl)

)p
2k−1 ∼=

∑
k∈Z

‖f‖pL∞(tk−1,tk)2
k−1. (3.27)

Using estimate (3.26), we obtain( T∫
0

‖f‖pL∞(t,T )u(t) dt

) 1
p

≤ c5

(∑
k∈Z

‖f‖pL∞(tk−1,tk)2
k−1

) 1
p

= c52
− 1

p |||f |||. (3.28)

Thus, we obtain upper estimate of the right side of (3.25) by the left side. At the
same time,

( T∫
0

‖f‖pL∞(t,T ) dt

) 1
p

=

(∑
k∈Z

tk∫
tk−1

‖f‖pL∞(t,T ) dt

) 1
p

≥
(∑

k∈Z

‖f‖pL∞(tk,T )

tk∫
tk−1

dt

) 1
p

≥

≥
(∑

k∈Z

‖f‖L∞(tk,tk+1)2
k−1

) 1
p

=

(∑
k∈Z

‖f‖L∞(tl−1,tl)2
l−2

) 1
p

=
1

4
|||f |||. (3.29)

So, (3.25) follows from here and from (3.28).
It remains to prove that X ′

0(0, T ) is GBFS. For this purpose we will check fulfilment of
properties (P1)− (P3) and (P4)′, (P5)′. In X ′

0(0, T ) an equivalent norm has the form:

ρ1(g) :=

(∑
k∈Z

2−
kp′
p

( tk∫
tk−1

g dτ

)p′) 1
p′

, g ∈ L+
0 (0, T ).
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It is obvious that this norm satisfies properties (P1)− (P3).

Next, let δk > 0, k ∈ Z such that
∑
k∈Z

2−
kp′
p δp

′

k (tk − tk−1)
p′ < ∞ and

g0(t) := δk, t ∈ (tk−1, tk], k ∈ Z. Then, g0(t) > 0 on (0, T ), and ρ1(g0) < ∞. It means
that property (P5)′ is fulfilled. Now let ρ1(g) < ∞ . We will find σk > 0, k ∈ Z such

that
∑
k∈Z

σk

(
tk∫

tk−1

g dτ

)
≤ ρ1(g), and we consider h(t) =

∑
k∈Z

σkχ(tk−1,tk](t) > 0, t ∈ (0, T ),

moreover,
T∫
0

hg dτ =
∑
k∈Z

σk
tk∫

tk−1

g dτ ≤ ρ1(g). It means that property (P4)′ is fulfilled.

2. U(T ) < ∞. Now we pass to constructing of optimal GBFS. We will con-
sider the following partition: U(tm) = 2m,m ∈ Z−, where Z− = 0,−1,−2, . . .. Then
t0 = T, 0 < tm−1 < tm,m ∈ Z−, lim

m→−∞
tm = 0.

Reasoning analogously to point 1, for p = 1 and g ∈ L+
0 (0, 1), according to (2.3), we

obtain

‖g‖X′
0(0,T ) = sup

{ T∫
0

gh dt : h ∈ L1(0, T ), 0 ≤ h ↓, ‖h‖L1(0,T ) ≤ 1

}
.

This value is obtained in [3]:

‖g‖X′
0(0,T ) = Ag := sup

{
U−1(t)

t∫
0

g dτ : t ∈ (0, T )

}
. (3.30)

Our aim is to show that the norm, associated with norm (3.30), is equivalent to the
norm on right-hand side of (2.5) in the case p = 1. For this purpose we denote

Bg = sup
l∈Z−

U(T )−12−l
tl∫

tl−1

gdτ. (3.31)

It is obvious that Bg ≤ Ag. Conversely,

Ag = sup
k∈Z−

sup
t∈[tk−1,tk)

U−1(t)

∫
(0,t)

g dτ ≤ sup
k∈Z−

U(T )−1

[
2−(k−1)

∑
l≤k

tl∫
tl−1

g dτ

]
.

But
tl∫

tl−1

g dτ ≤ U(T )2lBg, l ∈ Z−. So,

Ag ≤ Bg sup
k∈Z−

U(T )−1U(T )

[
2−(k−1)

∑
l≤k

2l
]

= Bg sup
k∈Z−

[2−(k−1), 2k+1] = 4Bg. (3.32)

Next, for f, g ∈ L+
0 (0, T ) we have

T∫
0

fg dτ =
∑
k∈Z−

tk∫
tk−1

fg dτ ≤
∑
k∈Z−

‖f‖L∞(tk−1,tk)

tk∫
tk−1

g dτ ≤
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≤ BgU(T )
∑
k∈Z−

2k‖f‖L∞(tk−1,tk) ≤ AgU(T )
∑
k∈Z−

2k‖f‖L∞(tk−1,tk).

Thus, according to (3.30), for f ∈ L+
0 (0, 1),

‖f‖X0(0,T ) = sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ), Ag ≤ 1

}
≤

≤
∑
k∈Z−

2kU(T )‖f‖L∞(tk−1,tk). (3.33)

At the same time, for f ∈ L+
0 (0, 1), k ∈ Z−, there exists gk, such that

0 ≤ gk ∈ L1(tk−1, tk),

tk∫
tk−1

gk dτ = 1; (3.34)

tk∫
tk−1

fgk dτ = ‖f‖L∞(tk−1,tk). (3.35)

Now, let us define the function g̃ ∈ L+
0 (0, T ) by the formula

g̃ = 2kgk(τ), τ ∈ [tk−1, tk) k ∈ Z−. (3.36)

Then, in view of (3.31), (3.34),

Bg̃ = sup
k∈Z−

U(T )−12−k
tk∫

tk−1

g̃ dτ = U(T )−1;

so, by virtue of (3.32), Ag̃ ≤ 4U(T )−1. Therefore,

‖f‖X0(0,T ) =
U(T )

4
sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ), Ag ≤ 4U(T )−1

}
≥

≥ U(T )

4

T∫
0

fg̃ dτ =
U(T )

4

∑
k∈Z−

2k
tk∫

tk−1

fgk dτ.

Taking into account equality (3.35) and inequality (3.33), we obtain from here

‖f‖X0(0,T ) ≥
1

4

∑
k∈Z−

U(T )2k‖f‖L∞(tk−1,tk) ≥
1

4
‖f‖X0(0,T ). (3.37)

Now let us estimate right-hand side of (2.5) in the case p = 1. We have
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T∫
0

‖f‖L∞(τ,T )u(τ) dτ =
∑
k∈Z−

tk∫
tk−1

‖f‖L∞(τ,T )u(τ) dτ ≤
∑
k∈Z−

‖f‖L∞(tk−1,T )

tk∫
tk−1

u(τ)dτ =

=
∑
k∈Z−

‖f‖L∞(tk−1,T )U(T )2k−1 ≤
∑
k∈Z−

U(T )2k−1

0∑
l=k

‖f‖L∞(tl−1,tl) =

=
∑
l∈Z−

U(T )‖f‖L∞(tl−1,tl)

l∑
k=∞

2k−1 =
∑
l∈Z−

U(T )‖f‖L∞(tl−1,tl)2
l. (3.38)

At the same time,

T∫
0

‖f‖L∞(τ,T )u(τ) dτ =
∑
k∈Z−

tk∫
tk−1

‖f‖L∞(τ,T )u(τ) dτ ≥
∑
k∈Z−

‖f‖L∞(tk,T )

tk∫
tk−1

u(τ) dτ ≥

≥ 1

4

∑
k∈Z−

U(T )‖f‖L∞(tk,tk+1)2
k+1 =

1

4

∑
l∈Z−

U(T )‖f‖L∞(tl−1,tl)2
l. (3.39)

As a result, we obtain from (3.38) and (3.39)

T∫
0

‖f‖L∞(τ,T ) dτ ≤
∑
l∈Z−

U(T )‖f‖L∞(tl−1,tl)2
l ≤ 4

T∫
0

‖f‖L∞(τ,T ) dτ.

It follows from here and from (3.37) that the estimate is fulfilled

1

4
‖f‖X0(0,T ) ≤

T∫
0

‖f‖L∞(τ,T )u(τ) dτ ≤ 4‖f‖X0(0,T ).

It proves relation (2.5) for p = 1.
Let us consider the case 1 < p <∞. For g ∈ L+

0 (0, T ), according to (2.3), we have

‖g‖X′
0(0,T ) = sup

{ T∫
0

gh dt : 0 ≤ h ↓ t ∈ (0, T ); ‖h‖Lp,u(0,T ) ≤ 1

}
.

For this value the two-sided estimate takes place (see [8]): let g ∈ L+
0 (0, T ), then

‖g‖X′
0(0,T )

∼= ρ0(g) := U(T )
−1
p

T∫
0

g dτ + ρ̃0(g), (3.40)

here

ρ̃0(g) =

( T∫
0

[ t∫
0

g dτ

]p′
U− p′

p
−1(t)u(t) dt

) 1
p′

. (3.41)
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Let us show that for g ∈ L+
0 (0, T )

ρ̃0(g) ∼= ρ1(g) :=

( ∑
k∈Z−

U(T )−
p′
p 2−

kp′
p

( tk∫
tk−1

g dτ

)p′) 1
p′

. (3.42)

We have

ρ̃0(g) =

( ∑
k∈Z−

tk∫
tk−1

[ t∫
0

g dt

]p′
U−p′(t)u(t) dt

) 1
p′

. (3.43)

Hence,

ρ̃0(g) ≤
( ∑
k∈Z−

( tk∫
0

g dτ

)p′ tk∫
tk−1

U− p′
p
−1(t)u(t) dt

) 1
p′

∼=
( ∑
k∈Z−

(∑
l≤k

tl∫
tl−1

g dτ

)p′
U(T )−

p′
p 2−

kp′
p

) 1
p′

.

As 2−
(k+1)p′

p = 2−
p′
p 2−

kp′
p and 0 < 2−

p′
p < 1, then by Lemma 1.1,

( ∑
k∈Z−

(∑
l≤k

tl∫
tl−1

g dτ

)p′
U(T )−

p′
p 2−

kp′
p

) 1
p′ ∼=

( ∑
k∈Z−

( tk∫
tk−1

g dτ

)p′
U(T )−

p′
p 2−

kp′
p

) 1
p′

.

(3.44)
We obtain from these estimates that ρ̃0(g) ≤ cρ1(g). In addition, by Hölder’s inequality
for sequences

T∫
0

g dτ =
∑
k∈Z−

tk∫
tk−1

g dτ ≤
( ∑
k∈Z−

U(T )2k
) 1

p
( ∑
k∈Z−

( tk∫
tk−1

g dτ

)p′
2−

kp′
p U(T )−

p′
p

) 1
p′

∼= cρ1(g)U(T )
1
p .

Thus, by virtue of (3.40),
ρ0(g) ≤ c1ρ1(g). (3.45)

Let us obtain inverse estimate. According to (3.43), for g ∈ L+
0 (0, T ) we have

ρ̃0(g) ≥
( ∑
k∈Z−

( tk−1∫
0

g dτ

)p′ tk∫
tk−1

U−p′(t)u(t) dt

) 1
p′

∼=
( ∑
k∈Z−

( tk−1∫
0

g dτ

)p′
2−

(k−1)p′
p U(T )−

p′
p

) 1
p′

≥
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≥
( ∑
k∈Z−

( tk−1∫
tk−2

g dτ

)p′
2−

(k−1)p′
p U(T )−

p′
p

) 1
p′

=

(∑
l≤−1

( tl∫
tl−1

g dτ

)p′
2−

lp′
p U(T )−

p′
p

) 1
p′

.

Furthermore,

U(T )−
1
p

T∫
0

g dτ ≥ U(T )−
1
p

t0∫
t−1

g dτ, g ∈ L+
0 (0, T ).

Folding this estimates, we obtain, by virtue of (3.40), that

ρ0(g) ≥ c2

( ∑
k∈Z−

( tl∫
tl−1

g dτ

)p′
2−

lp′
p

) 1
p′

= c2ρ1(g).

Estimate (3.42) follows from here and from (3.45).
Now, using consiquently Hölder’s inequality for integrals and sums, for all

f, g ∈ L+
0 (0, T ) we have

T∫
0

fg dτ ≤ ρ1(g)

( ∑
k∈Z−

2kU(T )‖f‖pL∞(tk−1,tk)

) 1
p

. (3.46)

Actually, using consiquently Hölder’s inequality for integrals and sums we have

T∫
0

fg dτ =
∑
k∈Z−

tk∫
tk−1

fg dτ ≤
∑
k∈Z−

‖f‖L∞(tk−1,tk)

tk∫
tk−1

g dτ ≤

≤
( ∑
k∈Z−

U(T )2k‖f‖pL∞(tk−1,tk)

) 1
p
( ∑
k∈Z−

( tk∫
tk−1

g dτ

)p′
2−

kp′
p U(T )−

p′
p

) 1
p′

,

that yields (3.46). Denoting

|||f ||| :=
( ∑
k∈Z−

2kU(T )‖f‖pL∞(tk−1,tk)

) 1
p

, (3.47)

we obtain the inequality:
T∫

0

fg dτ ≤ |||f ||| ρ1(g). (3.48)

For f ∈ L+
0 (0, T ) we use the following equality for the norm in optimal GBFS:

‖f‖X0(0,T ) = sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ), ‖g‖X′

0(0,T ) ≤ 1

}
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and take into account (3.40), and (3.42). Then, for f ∈ L+
0 (0, T ) we obtain

‖f‖X0(0,T )
∼= sup

{ T∫
0

fg dτ : g ∈ L+
0 (0, T ); ρ1(g) ≤ 1

}
. (3.49)

It follows immediately from here and from (3.48) that there exists c3 ∈ R+, such that

‖f‖X0(0,T ) ≤ c3|||f |||, f ∈ L+
0 (0, T ). (3.50)

Now we will obtain inverse estimate. By accuracy of Hölder’s inequality for se-
quences there exists the sequence {αk}k∈Z− with the properties:

αk ≥ 0, k ∈ Z−, ‖{αk}‖lp′ =

( ∑
k∈Z−

αp
′

k

) 1
p′

= 1;

∑
k∈Z−

2
k
pU(T )

1
p‖f‖L∞(tk−1,tk) αk =

( ∑
k∈Z−

2kU(T )‖f‖pL∞(tk−1,tk)

) 1
p

. (3.51)

Next, by accuracy of Hölder’s inequality for integrals for every ε ∈ (0, 1),
f ∈ L+

0 (0, 1), k ∈ Z− there exists gk ∈ L+
0 (tk−1, tk), such that

tk∫
tk−1

gk dτ = 2
k
pU(T )

1
pαk;

tk∫
tk−1

fgk dτ ≥ 2
k
pU(T )

1
pαk‖f‖L∞(tk−1,tk)(1− ε). (3.52)

Consider the function

g̃(τ) = gk(τ), τ ∈ [tk−1, tk), k ∈ Z−.

Then, g̃ ∈ L+
0 (0, 1), moreover,

ρ1(g̃) =

( ∑
k∈Z−

( tk∫
tk−1

gk dτ

)p′
2−

kp′
p U(T )−

p′
p

) 1
p′

=

( ∑
k∈Z−

αp
′

k

) 1
p′

= 1.

It follows from here and from (3.49) that

‖f‖X0(0,T ) ≥ c4

T∫
0

fg̃ dτ = c4
∑
k∈Z−

tk∫
tk−1

fgk dτ.

Substituting here (3.52) and (3.51), we arrive at

‖f‖X0(0,T ) ≥ (1− ε)c4

( ∑
k∈Z−

2kU(T )‖f‖pL∞(tk−1,tk)

) 1
p

= (1− ε)c4|||f |||.
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Thus,
‖f‖X0(0,T ) ≥ c4|||f |||.

This estimate, combined with (3.50), yields

‖f‖X0(0,T )
∼= |||f |||. (3.53)

It remains to prove the equivalence

|||f ||| ∼=
( T∫

0

‖f‖pL∞(t,T )u(t)dt

) 1
p

, (3.54)

and relation (2.5) will be obtained in the case 1 < p <∞. We have

T∫
0

‖f‖pL∞(t,T )udt =
∑
k∈Z−

tk∫
tk−1

‖f‖pL∞(t,T )u(t)dt ≤
∑
k∈Z−

‖f‖pL∞(tk−1,T )

tk∫
tk−1

u(t)dt =

=
∑
k∈Z−

‖f‖pL∞(tk−1,T )2
k−1U(T ) ≤

∑
k∈Z−

( 0∑
l=k

‖f‖L∞(tl−1,tl)

)p
2k−1U(T ).

Now, according to Lemma 1.1, we obtain

∑
k∈Z−

( 0∑
l=k

‖f‖L∞(tl−1,tl)

)p
2k−1U(T ) ∼=

∑
k∈Z−

‖f‖pL∞(tk−1,tk)2
k−1U(T ). (3.55)

Applying estimate (3.55), we obtain

( T∫
0

‖f‖pL∞(t,T )u(t) dt

) 1
p

≤ c5

( ∑
k∈Z−

‖f‖pL∞(tk−1,tk)2
k−1U(T )

) 1
p

= c52
− 1

p |||f |||. (3.56)

Thus, we have upper estimate of right-hand side of (3.52) by left-hand side. At the
same time,

( T∫
0

‖f‖pL∞(t,T )u dt

) 1
p

=

( ∑
k∈Z−

tk∫
tk−1

‖f‖pL∞(t,T )u dt

) 1
p

≥
( ∑
k≤−1

‖f‖pL∞(tk,T )

tk∫
tk−1

udt

) 1
p

≥

≥
( ∑
k≤−1

‖f‖pL∞(tk,tk+1)2
k−1U(T )

) 1
p

=

(∑
l∈Z−

‖f‖pL∞(tl−1,tl)
2l−2U(T )

) 1
p

=
1

4
|||f |||.

(3.57)
From here and from (3.56) (3.54) follows.

3.2. Proof of Theorem 2.1 in the case 0 < p < 1.
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Proof. According to (2.3)

‖g‖X′
0(0,T ) = sup

{∫ T

0

|g|hdt : h ∈ K0, ρK0(h) ≤ 1

}
= sup

0<h↓

∫ T
0
|g|hdt

(
∫ T

0
hpudt)

1
p

.

According to [3] (for 0 < p < 1) this value is equal to:

‖g‖X′
0(0,T ) = sup

t∈(0,T )

∫ t
0
|g|dτ

U(t)
1
p

= sup
t∈(0,T )

∫ t
0
|g|dτ
Ũ(t)

,

here Ũ(t) = U(t)
1
p =

∫ t

0

ũdτ.

Thus, ‖g‖X′
0(0,T ) = ‖g‖X̃′

0(0,T ) , here

K̃0 = {h ∈ L1,ũ(0, T ) : 0 < h ↓} ; ρK̃0
(h) =

∫ T

0

hũdt.

Actually,

‖g‖X̃′
0(0,T ) = sup

{∫ T

0

|g|hdt : h ∈ K̃0, ρK̃0
(h) ≤ 1

}
=

= sup
0<h↓

∫ T
0
|g|hdt∫ T

0
hũdt

.

According to [3] (for p = 1) this value is equal to:

‖g‖X̃′
0(0,T ) = sup

t∈(0,T )

∫ t
0
|g|dτ∫ t

0
ũdτ

= ‖g‖X′
0(0,T ) .

As a result, X ′
0(0, T ) = X̃ ′

0(0, T ) ⇒ X0(0, T ) = X̃0(0, T ) is a minimal GBFS for the
cone K̃0. But the norm in space X̃0(0, T ) is described in (2.4) (for p = 1), that means

‖f‖X′
0(0,T ) = ‖f‖X̃′

0(0,T ) =

∫ T

0

‖f‖L∞(t,T ) ũ(t)dt.

Here, ũ(t) = dŨ(t)
dt

= 1
p
U(t)

1
p
−1 dU(t)

dt
, that means

ũ(t) =
1

p
U(t)

1
p
−1u(t).

3.3. Proof of Remark 2.1

Proof. For p = 1 we demand U(T ) < ∞, u−1 ∈ Lloc∞ (0, T ). Then, for B ⊂ (0, T ) we
have

‖χB‖X0(0,T ) =

T∫
0

‖χB‖pL∞(t,T ) u(t)dt ≤
T∫

0

u(t)dt = U(T ) <∞.
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It means that property (P5) is fulfilled.
Moreover, for f ∈ X0(0, T ) we also have

‖f‖Lp,u(0,T ) =

 T∫
0

|f |pudt


1
p

≤

 T∫
0

‖f‖pL∞(t,T ) udt


1
p

= ‖f‖X0(0,T ) .

Then, for B ⊂ (0, T ), µ(B) <∞ in the case 1 < p <∞ we have

∫
B

|f |dt =

∫
B

|f |u
1
pu−

1
pdt ≤

∫
B

|f |pudt

 1
p
∫
B

u−
p′
p dt

 1
p′

≤

≤ ‖f‖X0(0,T )

∫
B

u−
p′
p dt

 1
p′

= ‖f‖X0(0,T )CB,p,p′ .

It means that (P4) is fulfilled.
For p = 1

∫
B

|f |dt =

∫
B

|f |uu−1dt ≤

∫
B

|f |udt

∥∥u−1
∥∥
L∞(B)

≤ ‖f‖X0(0,T )

∥∥u−1
∥∥
L∞(B)

.

Then,X0(0, T ) is BFS, because it is obvious that properties (P1)−(P3) are fulfilled.
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