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Abstract. The problem is considered of constructing optimal (i.e. minimal) gener-
alized Banach function space or optimal Banach function space, containing the given
cone of nonnegative, decreasing functions in a weighted Lebesgue space.

1 Introduction

In the paper the problem is considered of constructing optimal (i.e. minimal) general-
ized Banach function space (briefly: GBFS) or optimal (i.e. minimal) Banach function
space (briefly: BFS), containing a given cone of nonnegative, decreasing functions (i.e.
0 < h |) in the weighted space

T 1
Lonl0.7) = 8 £ € Ml om = ([ 1770at) <o
0

Here M is the set of all measurable functions, 0 < p < oo, T' € R, = (0,00),u is a
positive, measurable function:

Ko={h€ Ly, (0,T): 0<hl} (1.1)

equipped with the functional

T 1
fmwwwm%mm:</mmg. (1.2)
0

Exact description is obtained of the optimal GBFS, containing cone (1.1).

The structure of this paper is the following. In the introduction we shortly describe
the basic concepts and facts of BFS and GBFS theory necessary for the further. In
Section 2 we consider basic notation and formulate the results of the paper. In Section
3 proofs of main results are contained.

Throughout the paper we will use the following concepts and facts of GBFS theory.
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Let us define as Ly(0,T") the set of measurable, finite almost everywhere (shortly: a. e.)
functions. Set L{(0,T) = {g € Lo(0,T), g > 0}. For cone (1.1) we define embedding
into BFS (GBFS) X = X(0,T).

We recall the definition of a function norm (shortly: FN) introduced by C. Bennett
and R. Sharpley [2].

Definition 1. A mapping p : Ly — [0,00] is called a function norm (shortly: FN)
if, for all f, g, f,(n € N) from LJ, for all constants @ > 0 and for all y-measurable
subsets E C A the following properties hold:

(P1) p(f) =0« f=0 p-ae;plaf)=ap(f);p(f+g) < p(f)+p(9);

(P2) 0<g<[f pae=plg) <p(f)

(property of monotonicity);

(P3) 0<fulf prae.= p(fu) T p(f)
(the Fatou property );
(P1) u(E)<oc= [ fdn < Coplh
E
(local integrability) for some Cr € R, depending on E and p, but independent of f;
(P5) pu(E) < oo = p(xe) < oc.

Definition 2. Let p be a FN. The collection X = X (p) of all functions f in Ly, for
which p(|f|) < oo is called BFS, generated by FN p; for each f in X define

1£1lx = p(FD-

Now we generalize these definitions in the following way.

Definition 3. A mapping p : Lj — [0,00] is called a generalized function norm
(shortly: GEFN), if it satisfies the conditions (P1)-(P3) from the Definition 1.1, also the
following conditions are fulfilled:

(P4)" w(E)<oo= 3hg e Li,hg>0 p-a.e. on E, so that

/ fhedp < p(f).
E
Here, hp depends on E and p, but is independent of f € L.
(P5) w(E)<oo=3fgp€Lf,fe>0 p-ae on E:p(fr)<oo.

Definition 4. Let p be a GFN. The collection X = X (p) of all functions f in Ly, for
which p(|f|) < oo, is called GBFS, generated by GEN p; for each f in X define

1F1lx = p(FD-
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Next, we formulate some results concerning general properties of BFS (GBFS) (see
[1], [2] for proofs).

Theorem 1.1. Let X be a BFS (GBFS).Then, X is complete.

Definition 5. For a FN (GFN) p we determine an associate norm p’ on L§ by the
formula: for g € Lg

J(g) = Sup{/Afgdu el o) < 1}.

Theorem 1.2. Let p be a FN (GFN). Then the associate norm p' is a FN (GFN)
itself, and the space X' = X (p'), generated by this norm, is a BFS (GBFS).

Remark 1. Detailed proofs of the above theorems are presented respectively in [2,Ch.1-
2] and [1,Ch.1].
Finally, we mention a well known lemma which is useful in consideration of discrete

norms.

Lemma 1.1. Let 0 < p < 00, 1 < g
Z=0,£1,42,4£3,... (orm € N=10,1,2,
estimates hold:

< o005 Bm > 0, %23>1,m€
3,...). Then for all a,, > 0 the following

(Z [ﬁm(Za?ﬁ] ) < ¢(B,p) (Z [ﬁmam]p)p; (1.3)

m >m m

3=

(Z [5%1(2 a?)ér>; < ¢(B,p) (Z [ﬁ;lam}p> . (1.4)

m I<m m

Here, ¢(B,p) € Ry (with natural modification at p = oo and/or ¢ = ).
Notice that the inverse inequalities are right with the constant equal to unit, so that
we have the two-sided estimates in (1.3) and (1.4).

2 Notation and results

Let cone (1.1) be given, and let X = X(0,7") be a GBFS.
Definition 6. The embedding

Koy— X (2.1)
means that Ky C X and there exists constant ck, € R such that
1Pllx < cro pro(R), h € Ko (2:2)

Definition 7. BFS (GBFS) Xy = X¢(0,7) is called optimal (minimal) for the
embedding (2.1), if

1) KO — )(07
2) if (2.1) holds for some GBFS X = X(0,7") then it follows that X, C X.
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In [4] the formula is obtain for norm, associated to the norm of optimal BFS

(GBFS):
T
lgllx; = sup { / glhdt: h € Ko, pres(h) < 1}. (2.3)
0

Here, g € Ly(0,T"). Recall that BFS (GBFS) X'(0,T), associated to BFS (GBFS)
X(0,T), has the norm (see [2; Ch. 1,2|)

T
lgllx :sup{/|g|hdt: h e X(0,7),|h]x < 1}. (2.4)
0

So, if the cone K coincided with BFS (GBFS) X and pg,(h) = ||h||x, then formula
(2.3), according to principal of duality, would arrived at equality Xy = X = X. In
our case it is not true, and formula (2.3) allows to construct the space, associated to
the optimal BFS (GBFS) X,(0,7), containing K.

The aim of this work is to construct optimal BFS (GBFS) X((0,7") for cone K,
relying on (2.3). The main result is following.

Theorem 2.1. Let the cone K, (1.1), equipped with functional pg, (1.2), be given.
Define U(t) = fot udr,0 < U(t) < oo,t € (0,T). Then, optimal GBFS Xy, containing
cone Ky (1.1), has the norm

, .
HfHXO(O,T):(/O Hfru,ﬂu(wdt) Cl<p<oo 2.5)

T - - 1 l—l
lar = [ Wl 0, 0<p <1 i) =00 0. (26)

Remark 2. In the case U(T —0) := U(T) < oo Xj is a BFS if the following condition
is fulfilled: u™ 7 € L¢(0,T). In the case U(T) = co Xy is GBFS, but not BFS.

Remark 3. Note that nonweight case u is considered in [5].

3 Proofs of results formulated in Section 2

3.1. Proof of Theorem 2.1 in the case 1 < p < oc.

Proof. Consider two cases.

1. U(T) = oo. Let us construct optimal GBFS. We use the following partition:
Ultn)=2"meZ. As0<U(t) 7T,

U(+0)=0,U(T) =00,80 0 <ty <tmy1 <...<T,meR, lim t,=0, lim t,=

m——o00 m—-400
T

At first, consider the case p = 1. For g € L (0,T), according to (2.3),

T
19| x507) = sup {/ghdt th€ Liu(0,T), 0<h |, [|hllz,,0m < 1}-
0
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This value is obtained in [3]:

¢
Hg”X{)(O,T) = A, :=sup {U(?ﬁ)_1 /ng cte (O,T)}. (3.1)
0

Our aim is to show that the norm, associated with norm (3.1), is equivalent to the norm
on right-hand side of (2.4) for p = 1. For this purpose, in view of Z = 0, +1,+2,.. .,

denote
t

B, =sup 27 / gdr. (3.2)
ez
-1

It is obvious that B, < A,. Conversely,

t

t
A, =sup sup U(t)_I/nggsup {2‘““‘”2/96[7}.
0

keZ tG[tkfl,tk) keZ l<kt
- U-1

t
But [ gdr < 2'B,, 1 € Z. So,

ti—1

A, < By sup {2—@—1) Zzl} = B, sup 2~k —y4p, (3.3)

keZ 1<k kEZ

Next, for f,g € L$(0,T) we have

T tg 177
[ 190 =3 [ dgdr < S Wl [ 9 <
0

keZy " kEZ 2

< By Y 2l < Ag D 2N llzttir -

keZ keZ
Thus, according to (3.1), for f € L{(0,T)

T
1/ 1| x0(0.7) = sup {/fg dr: g€ Lg(0,T), A, < 1} <Y 2t ) (3:4)
0

kEZ

At the same time, for every ¢ € (0,1), f € L (0,T), k € Z, there exists g, such that

tg

0 < g € Li(tg-1,tx), / grdr = 1; (3.5)

tk—1

tg
/ fgrndr > (1= Olf N ominrin): (3.6)
lk—1
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Now let us define the function g € L (0,T) by the following formula

g = 2kgk(7'), T € [tk—latk’) ke Z. (37)

Then, according to (3.2), (3.5),

Ly
B; = sup 2k / gdr = 1.
keZ
tp—1

So, taking into account (3.3), we obtain Ay < 4. Therefore,

T

1

1Fllxo01) = 7 sup {/fng: g€ L§(0,T), Ay < 4} >
0

T tr
1 [, 1 .
Z/fngzZ > 2 /fgde.
0 k-1

keZ
Taking into account inequality (3.6), we have

1—c¢ 1
1 £l x000,7) = 1 D N ittt = 1 1| xo00.)
keZ

for every € € (0,1) and f, not depending on e.
Together with (3.4) we obtain from here

1 xo02) < D250 letecsitn) < 4l | xo0m)- (3.8)
kEZ

Let us estimate right-hand side value of (2.5) in the case p = 1. We have

T tr tr
/ 1l dr = 3 / 1ol dr < S 1 o / u(r)dr =
0 kEZtk71 kEZ th 1
=S e 2 < 2 S i =
keZ keZ 1>k
=Y Mottt 225 =D M et 2" (3.9)
€7 k<l €7
At the same time,
T tr t
/ Vi) dr = 3 / 1l dr > Sl / u(r) dr >
2 keZy” kEZ o
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1 1
> 1 2 M2 = 7 DI a2’ (3.10)

k€EZ leZ

As a result, from (3.9) and (3.10) we obtain

leZ

T T
J 1l dr < S 1?4 [ Ufllaiatr)dr
0 0

It follows from here and from (3.8) that

T

1

ZHfHXo(QT) < /HfHLoo(T,T)U(T) dr < 4| f]l xo00,1)-
0

It proves equivalence (2.5) in the case p = 1.
Now, we consider the case 1 < p < co. For g € L§(0,T), according to (2.3), we
have

T

l9llx;0,m) = sup {/ghdt D 0<hl; M(t+0)=nh(t), t€(0,T); [[hlL,.om < 1}~

0

The following two-sided estimate takes place for this value (see [8]): let g € L (0,T),
then

91l xz0.7) = Po(9), (3.11)

here
t

Bolg) = ( /T [ / ngrlUp/(t)u(t) dt)p . (3.12)

Let us show that for g € L (0,7)

=

7o(s) = pi(g) = (Zz( / gch)p/)pl'. (313
We have L |

Polg) = (ICEZZ / [ / gdtrU—P’(t)u(t) dt)pl. (3.14)
So,
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_(k+1)P _o _2 .
Since 2 =2"7r2" 7 and 0 < 2”7 <1, then according to Lemma 1.1,
v N o " v N
(Z (z / ng) 2’2’3)” S (Z ( / ng) 2) C (319)
keZ i<k, kez N7
We obtain from these estimates that:
po(9) < cpi(g). (3.16)

Let us obtain inverse estimate. According to (3.14), we have for g € L§(0,T)

th—1 o N te_1 » N
o/ k—1)p’ \ #
polg) > (Z ( / ng) / U——ludt> = (Z ( / ng) 2—(,,)) >
keZ 0 ol kEZ 0
i P ey \ 7 / P\
(B ) (o) )
kEZ e o =Y/ o

Estimate (3.13) follows from here and from (3.16).
Now we show that for all f,g € Ld(0,7T)

T 1
/fng <y (ZT“HfHLm(tk . ) (3.17)
0

kEZ

Actually, using consequently Holder’s inequality for integrals and for sums, we obtain

/fng_Z/fng<Z|’f‘|Lm(tk 1tk)/gd7<

keZtk N keZ
1 23 o 1
P _kp' \ P
(2 i) (S ([ atr) %)
keZ keZ tho 1

which arrives at (3.17). Denote

A= (2 ) (3.18)

kEZ

hSA

and rewrite the inequality:

/ fadr < [I£lll ;(g). (3.19)
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For f € L§(0,T) we use the following equality for the norm in optimal GBFS:

T
Ifllar = sup { [ fadr: g€ L50.7). lallgom <1}
0

and take into account equivalences (3.11) and (3.13). Then, for f € L$(0,T) we get

T
1l & sup { [r0dr: ge 501 nio) < 1}. (3.20)
0

It follows immediately from here and from (3.19) that there exists ¢5 € R, such that

x50y < eslllflll,  f € Lg(0,T). (3.21)

Our aim is to obtain inverse estimate. It follows from the accuracy of Hdélder’s
inequality for sequences that there exists sequence {ay }rez with the properties:

0 >0, kel H{ak}nzp,:(zaf;) _ 1

keZ

e

S 2 s ) @k = (Z2k||f||”m " >) - (3.22)

keZ keZ

Next, it follows from the accuracy of Holder’s inequality for integrals that for every
e€(0,1), f € L§(0,T), k € Z there exists gy € L (ty_1,t), such that

tE 173
L3 E
/ gr dT = 27 0y / fordr = (1 = )27 ap| fll Lo (ty.t0)- (3.23)
te—1 tk—1

Consider that
5(7—) = gk(T)7 T E [tkfla tk)a k € Z.
Then, g € L$(0,7T) and

ty , 1 1
N P\ v AN
p1<g>=(§j</gkdr) > ) :(}jaz) Y
keZ tho 1 keZ

It follows from here and from (3.20) that

1 lxuoir) > / fgdr =S / fondr.

kez,

Substituting here (3.23) and (3.22), we obtain

=

Ifllvom = (0= s 2 ) = (1= el

kEZ
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for every € € (0,1), f, not depending on €. Thus,

1l xo0,r) 2 cal [l £II]-

Combined with (3.21), this estimate yields
1 1xo 0.2y = (1IFITI- (3.24)

Now we have to prove the equivalence

T 1
A= ([ 10t ar) (3.25)
0

and relation (2.5) will be obtained for 1 < p < co. We have

T tr
J 11yt = / 1] u® e < STy [ wlt)at =
0 keZy” keZ o

p
=D A 2 <D (Z Hf!ILooml,m) 2" (3.26)

keZ keZ N >k
Now we use Lemma 1.1, according to which

P
3 (Z ||f|er<tl_1,tl>) e N (3.27)
keZ 1>k keZ

Using estimate (3.26), we obtain

( / 117 oy )S%(Zilfﬂ”mI,tw?’“‘l) =27 |lIflll. (3.28)

kEZ

Thus, we obtain upper estimate of the right side of (3.25) by the left side. At the
same time,

t

(/T\lf”pm(t,ﬂd) (Z/Hfupw ) (Zufupmtm/ );2

kezZ, keZ

1 1
o\ P o\ P 1
E(Zufuwkmz’“ ) =<Z|\fHLw<m,mzl ) =<lifAl 329

keZ keZ
So, (3.25) follows from here and from (3.28).
It remains to prove that X/ (0,7 is GBFS. For this purpose we will check fulfilment of
properties (P1) — (P3) and (P4), (P5)". In X{(0,T) an equivalent norm has the form:

g9) = (ZT%’(jng)p/) ,9 € Lg (0, 7).

k—1

=
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It is obvious that this norm satisfies properties (P1) — (P3).

Next, let o, > 0,k € Z such that > 27%5’;(@3 — thi1)? < oo and
=
go(t) := g, t € (ty_1,1tx],k € Z. Then, go(t) > 0 on (0,7), and p1(go) < oo. It means

that property (P5) is fulfilled. Now let p;(g) < co . We will find o4, > 0,k € Z such
that > ak< f ng) < p1(9), and we consider h(t) = > orx (., ,.40(t) >0, € (0,T),
¢ kEZ

keZ k—1

moreover, f hgdr =" oy f gdr < pi(g). It means that property (P4) is fulfilled.
kEZ te—1

2. U(T) < oo. Now we pass to constructing of optimal GBFS. We will con-

sider the following partition: U(t,,) = 2™, m € Z_, where Z_ = 0,—1,—2,.... Then

to :T,O <t < tppy,m € Z,, lim ¢, =0.

m——00
Reasoning analogously to point 1, for p = 1 and g € L (0, 1), according to (2.3), we
obtain

HgHX(')(O,T) = sup { ghdt . h & Ll(O,T), 0 S h l, Hh‘HLl(O,T) S 1}

Ot — 5

This value is obtained in [3]:

t

9l x50,) = Ag := sup {U_l(t) /ng s te (O,T)}. (3.30)
0

Our aim is to show that the norm, associated with norm (3.30), is equivalent to the
norm on right-hand side of (2.5) in the case p = 1. For this purpose we denote
t
B, =sup U(T)"'27" / gdr. (3.31)

l€Z
ti—1

It is obvious that B, < A,. Conversely,

A, = sup sup Ul(t)/gd7'< sup U(T [ Z/ng}.

k€EZ_ tE[tk_l,tk) k€EZ_ k‘
(0,t)

17}
But [ gdr <U(T)2'B,, 1 € Z_. So,

ti—1

A, < B, sup U(T)"'U(T) {2—@—1) Zzl} = B, sup [27%7Y 2k —4B . (3.32)

keZ_ <k keZ_

Next, for f,g € Lg(0,T) we have

/fng—Z /fgd7—<z||f”Lootk1tk /ng<

keZ_tk L keZ_
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T) Y 2 ettty < AUT) Y 251 |ttt

keZ_ keZ_

Thus, according to (3.30), for f € Lg(0,1),
T
1| xo(0,7) = sup {/fng L ge LE(0,7), A, < 1} <
0

< Z U ()| f b b ) -

keZ_

At the same time, for f € Lj(0,1), k € Z_, there exists g, such that

122
Oggk ELl(tk—btk)a / gde: 17

te—1

tg
/ Foedr = 1f 1o st
tk

Now, let us define the function g € L (0,T) by the formula

g= 2kgk<7'), T € [tk—lutk) keZ._.
Then, in view of (3.31), (3.34),

g

B; = sup U(T) '27* / gdr =U(T)™;
keZ_ .
k-1

so, by virtue of (3.32), Az < 4U(T)~'. Therefore,

v

o = 2 s { [ gaar: g 501, 4, < vy}

/f dr 2k/fgkd7

Taking into account equality (3.35) and inequality (3.33), we obtain from here

k€EZ—

1 1
1| xo00,m) = 1 S UMD fll e tosit) = 1 11l xo0,7)-

kEZ_

Now let us estimate right-hand side of (2.5) in the case p = 1. We have

17

(3.33)

(3.34)

(3.35)

(3.36)

(3.37)
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T ty
JARETOEEDS / £ leimyelr) dr < 3 Wiy [ wlr)dr =
0 kGZ,tk L keZ to 1

0
= Z HfHLoo(tkth)U(T)ygil < Z U<T)2k71 Z HfHLoo(tlflatl) -
kEZ_ keZ_ =k
l
= Z u(r ||f||Loo (ti—1,t) Z 2kt Z u(r ||f||L<x>(tl 1 tl)2l‘ (3.38)
leZ— k=00 lE€Z

At the same time,

T tr
JRETCTEDS / o) dr = 3 Iy [ ur)dr 2
0 kGZ,tk L kEZ to 1

>~ Z U Hf”Loc (thotk+1) 2k+1 Z U HfHLoo(tz 1 tz)2 (339)
kEZ, lEZ,

As a result, we obtain from (3.38) and (3.39)

/||f||Lm<TT dr < S UM omrin? < 4/||f||LW<T

leZ

It follows from here and from (3.37) that the estimate is fulfilled

T
1
N fllxo0r) < | |fllwemyu() dr < 4[| f|lxo0.7)-
4

0

It proves relation (2.5) for p = 1.
Let us consider the case 1 < p < co. For g € L§(0,T), according to (2.3), we have

T
||g||X(/)(OvT) = sup {/ghdt . O S hl t e (07T), ||h||Lp,u(0,T) S 1}
0

For this value the two-sided estimate takes place (see [8]): let g € L (0,T), then

T
lollxgor = mia) = UD)F [ gdr+ i), (3.40
0

</T [/tgdf} U (bult) dt) " (3.41)

here
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Let us show that for g € L$(0,7)

Po(9) = pa(g) = (Z iy o / ng)p/)’i'. (3.42)
We have N t , 7 1
Bolg) = (keZZt / [ O/ gdtrU_p/(t)u(t) dt)”'. (3.43)
Hence,
Polg) < (kgzj(jgdr)p'fUi() <>dt)l'

tp—1

1
_zi _wp \ P
( (5 /ng) P2 P) )
keZ_ l<k
_ (k+1)p’ o »’

As2  »  =2"7r2" Pand0<2 P<1 then by Lemma 1.1,

<kez (;/ng) _;;2_%,/);/ = ( > <7gd7)p,U(T)—’§2—’2”')"l/,

keZ_

k-1

(3.44)

We obtain from these estimates that po(g) < ¢p1(g). In addition, by Hélder’s inequality
for sequences

1 2 / 1
» LA A
/ng— 3 /ng< ( U(T)2) (Z (/ng) ZkPU(T)p)
kez-,” = ez N
= cep(9)U(T)r.
Thus, by virtue of (3.40),
ro(g) < cipi(g). (3.45)

Let us obtain inverse estimate. According to (3.43), for g € Lg (0,T) we have

mio = (3 </ oir)’ / v i) i)

1
o
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tk—1

/ 1 t / 1
p —1)p! AN p o o\ P
> (Z ( / ng) gt U(T)p) _ (Z ( / ng) 2lpU(T)p) |
keZ- N7 I<-1 87
Furthermore,

to
1

T
U(T)‘é/ng > U(T) > /gdr, g€ L0,7).
0

t_1
Folding this estimates, we obtain, by virtue of (3.40), that

1 1
/

po(g) 202< > (/9d7>p,2‘l§/)p = cap1(g).

keZ_

Estimate (3.42) follows from here and from (3.45).
Now, using consiquently Holder’s inequality for integrals and sums, for all
f,9 € L(0,T) we have

1

[ 9t <o) 32U ) (3.40
0

kEZ

Actually, using consiquently Hélder’s inequality for integrals and sums we have

T tr ty
/fngz > /fng < 1 ottt /ng <
0 kEZ,tk_l keZ_ tho1
1 tg o 1
P _kp '\ 7
< (Z U(T)z’“llfll”wm_l,tk)) <Z (/ng) 27 U(T) ) :
k€EZ_ keZ_ th 1

that yields (3.46). Denoting

B =

AN = ( > 2’“U(T)||f||’£w(tk_1,tk)) ) (3.47)

keZ_

we obtain the inequality:

/ fadr < |1l p(g). (3.48)

For f € L§(0,T) we use the following equality for the norm in optimal GBFS:

T
| f1 xo0(0.,7) = sup {/fngi g€ Lg(0,7), llgllxsom < 1}
0
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and take into account (3.40), and (3.42). Then, for f € L (0,T) we obtain

T
1 lLxotoiry = st { / fgdr: ge L30.T); pilg) < 1}. (3.49)
0

It follows immediately from here and from (3.48) that there exists ¢35 € R, such that

1f x50 < eslllfIll, f € Lg(0,T). (3.50)

Now we will obtain inverse estimate. By accuracy of Holder’s inequality for se-
quences there exists the sequence {ay }rez_ with the properties:

e

0 >0, keZ., H{ak}uzp,:(zai’) 1,
kEeZ_

S U i = (3 20D ) - 65D

kEZ_ keZ

Next, by accuracy of Hélder’s inequality for integrals for every e € (0,1),
fe€L§0,1), k € Z_ there exists gy € Lg (tx_1,11), such that

2%
k 1 k 1
/ gedr =22 U(T) 7 ay; / Jogpdr > 20 U(T) 7 || f | oo tv,t0) (1 — €). (3.52)
te—1 tp—1

Consider the function
(1) = gi(7), T € [th1,tr), keZ_.

Then, g € L (0, 1), moreover,

ti

n(9) = ( > (/gkdr)plfkpp/U(T)‘i) _

keZ_

S |-
VR
Q
ESSY
~~
S |
Il
[S—

It follows from here and from (3.49) that

1/l xo0.7) >C4/f9d7—04 > /fgde

keZy”

Substituting here (3.52) and (3.51), we arrive at

D=

1 llxoom = (1— e (22‘“ HfuLm(t“m) — (1= edllIfl

keZ_
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Thus,
1f 1|00,y = calll£11]-

This estimate, combined with (3.50), yields

1/l xo0.my = (ILFII- (3.53)

It remains to prove the equivalence

T 1
HE ( / ||f||pw<t,T>u<t>dt)”, (3.54)
0

and relation (2.5) will be obtained in the case 1 < p < co. We have

173

T
J 11yt = / M0 2 U | w00
0

kEZ_tk N keZ_ k1

=S 2 UM < S (anuLOO " ) H1U(T).

keZ keZ =

Now, according to Lemma 1.1, we obtain
0 p
Al eateny ) 20T 2 Y AT 02 U(T). (3.55)
( )
keZ_ N 1=k keZ_

Applying estimate (3.55), we obtain

(/nfnpw <>dt) <es 5 MM s 1U<T>)1—c52i|||f|||. (3.56)

keZ_

Thus, we have upper estimate of right-hand side of (3.52) by left-hand side. At the
same time,

T ty 1
(/ ||f||’zm<tTudt) (X / ||f||Lw(t,T>udt) (X101 / uit)” >
] keZoy” k<—1 A
1 1 1
> (W7 0) = (S WM 2 20) = FHAIL
k<-1 leZ_
(3.57)
From here and from (3.56) (3.54) follows. O

3.2. Proof of Theorem 2.1 in the case 0 < p < 1.
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Proof. According to (2.3)

I |glhdt

T
9|l xr = sup / glhdt : hEK,pthl}:up -
Iolsjom = { [ 1o o) <1 = sup 0

According to [3] (for 0 < p < 1) this value is equal to:

¢ t
9l 0 = Jylgldr _ - Jylsldr
0(0; ter) Ut)r  teon) U(t)

t
here U(t) = U(t)r :/ adr.
0
Thus, |9l xs0,r) = l9ll 507y, here
T
Ro={heLia(0,T): 0<hl}: %(h):/ hadt.
0
Actually,
T ~
oy =0 { / gt 1 oo, (1) < 1} =

“ fo |g|hdt
0<h¢ fo hadt

According to [3] (for p = 1) this value is equal to:

f |gldT
9l g0 = 51 } —— = lgllx0m) -
0

As a result, X;(0,T) = X}(0,7) = XO(O,T) = X(0,T) is a minimal GBFS for the
cone Kj. But the norm in space X,(0,7T) is described in (2.4) (for p = 1), that means

T
lsgom = sy = | 1l 3O

Here, u(t) = % = %U(t)i_ldU(t that means

3.3. Proof of Remark 2.1

Proof. For p =1 we demand U(T) < oo, wu~' € L!¢(0,T). Then, for B C (0,T) we
have

T
alon = [ Il utt)de < [ utar =v(1) < o
0
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It means that property (P5) is fulfilled.
Moreover, for f € X,(0,7) we also have

T % T p
iom = | [ 1Pt ) < | [0yt ) =Wl
0 0

Then, for B C (0,7"), u(B) < oo in the case 1 < p < co we have

Jisar= [igurtar< | figpua) | o
B B 5

B

|

IN

1

p/

_r
< Wl / wFdt ) = fllon Copp
B

It means that (P4) is fulfilled.
Forp=1

/ | fldt = / | fluutdt < / | fludt ||“*1HLOO<B> < 1l xo07) H“ﬂHLm(B) .
B B B
Then, X((0,7") is BF'S, because it is obvious that properties (P1)—(P3) are fulfilled. [
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