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L.-E. Persson (Sweden), E.L. Presman (Russia), M.D. Ramazanov (Russia), M. Reis-
sig (Germany), M. Ruzhansky (Great Britain), S. Sagitov (Sweden), T.O. Shaposh-
nikova (Sweden), A.A. Shkalikov (Russia), V.A. Skvortsov (Poland), G. Sinnamon
(Canada), E.S. Smailov (Kazakhstan), V.D. Stepanov (Russia), Ya.T. Sultanaev (Rus-
sia), I.A. Taimanov (Russia), T.V. Tararykova (Great Britain), U.U. Umirbaev (Kaza-
khstan), Z.D. Usmanov (Tajikistan), N. Vasilevski (Mexico), B. Viscolani (Italy),
Masahiro Yamamoto (Japan), Dachun Yang (China), B.T. Zhumagulov (Kazakhstan)

Managing Editor
A.M. Temirkhanova

Executive Editor
D.T. Matin

c© The Eurasian National University



EURASIAN MATHEMATICAL JOURNAL
ISSN 2077-9879
Volume 5, Number 1 (2014), 61 – 81

SPACES OF GENERALISED SMOOTHNESS
IN SUMMABILITY PROBLEMS

FOR Φ− MEANS OF SPECTRAL DECOMPOSITION

T.G. Ayele, M.L. Goldman

Communicated by V.M. Filippov

Key words: spectral decompositions, summation method, principle of localization,
spaces of generalised smoothness.

AMS Mathematics Subject Classification: 46E35, 54C35, 35B65.

Abstract. We establish conditions for localization of generalised Riesz means of spec-
tral decomposition by system of fundamental functions of Laplace operator in terms of
belongingness of the decomposing function to the spaces of generalised smoothness.

1 Introduction

In this paper we establish a condition for localisation of Φ−means of spectral de-
composition by the system of fundamental functions of Laplace operator in arbitrary
multi-dimensional domain. The result is obtained in terms of belongingness of the
decomposing function to the spaces of generalised smoothness, in which the modulus
of continuity of a function is estimated by the majorant of non exponential form con-
structed by the function Φ. The result generalises known theorems in [4] on conditions
for localisation of Riesz means given in terms of exponential scale of smoothness and
extends our publication in [1].

The structure of the paper is as follows: In Section 2 we give basic definitions,
statement of the problem and formulation of the basic theorem on conditions of lo-
calisation. Section 3 is devoted to justification of basic results. Namely, Subsection
3.1 contains preliminaries on properties of fundamental functions and Bessel integro-
differential operators. Subsection 3.2 being the central part of the work contains the
integral representation for Φ−means of spectral decomposition. Further, in Subsection
3.3, quantities defining this representation were estimated. Based on these, in Sub-
section 3.4 we establish estimates for Φ−means of spectral decomposition and prove a
theorem on conditions for localisation of spectral decomposition.



62 T.G. Ayele, M.L. Goldman

2 Statement of the problem and formulation of the result

Let Rn be an n-dimensional Euclidean space and for 1 ≤ p ≤ ∞, Lp(Rn) denote a
Lebesgue space with the norm

‖f‖Lp(Rn) =


[∫

Rn

|f(x)|p
]1/p

, if 1 ≤ p <∞,

ess sup
x∈Rn

|f(x)| , if p =∞.

Denote by A ↪→ B the topological inclusion of space A in space B and observe that
A = B if and only if A ↪→ B ∩B ↪→ A. The notation a � b means that c ≤ a

b
≤ d with

0 < c ≤ d depending on non significant parameters. For u > 0 and function ϕ in R1,
the notations ϕ(u) al. ↓ and ϕ(u) al. ↑ are used to mean that ϕ(u) is almost decreasing
and ϕ(u) is almost increasing respectively.

Further, let G ⊂ Rn be an arbitrary domain whereas (−∆̂) an arbitrary self adjoint
non-negative extension of Laplace operator in n-dimensional domain G, u(x, t) an
ordered spectral representation of the space L2(G) with respect to (−∆̂), dρ(t) is the
corresponding spectral measure and {ui(x, t)}mi=1 is a system of fundamental functions,
where m ≤ ∞ is the multiplicity of the representation. Moreover, for any fixed t ≥
0, ui(x, t) ∈ C∞(G) and

∆ui(x, t) + t2ui(x, t) = 0, x ∈ G. (2.1)

For each f ∈ L2(G) defined are the Fourier transforms

f̂ :=
{
f̂i(t)

}m
i=1

, f̂i(t) =

∫
G

f(x)ui(x, t)dx (2.2)

and the spectral decomposition by system u(x, t) = {ui(x, t)}mi=1

Sµ(f, x) =

µ∫
0

f̂(t)u(x, t)dρ(t), µ > 0, (2.3)

with

f̂ .u =
m∑
i=1

f̂iui , |f̂ | =

{
m∑
i=1

f̂ 2
i

}1/2

and |u| =

{
m∑
i=1

u2
i

}1/2

.

Let s > 0 and ϕ is a function on R1 with properties: ϕ(u) ≡ 0, if u < 0, ϕ(u) >
0, ϕ(u) almost decreasing for u ∈ (0, 1] and ϕ(u) � ϕ(v) if u � v for u, v ∈ (0, 1].

Moreover for s > 0 set s0 = s if s < 1, s0 = 1 if s ≥ 1 and require that

1) ϕs0(u) =

u∫
0

vs0−1ϕ(v)dv <∞, u ∈ (0, 1], (2.4)

2) ϕ ∈ C2(0, 1), |ϕ′(u)| ≤ cϕ(u)u−1, |ϕ′′(u)| ≤ cϕ(u)u−2, (2.5)

3)

u∫
0

(1− v)s−1ϕ(v)dv = Γ(s).
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Define Φ as s-th integral of Riemann–Liouville

Φ(u) =
1

Γ(s)

u∫
0

(u− v)s−1ϕ(v)dv u ∈ (0, 1]. (2.6)

Let us introduce the Φ−means of spectral decomposition as

σΦ
µ (f, x) =

µ∫
0

f̂(t)u(x, t)Φ

(
1− t2

µ2

)
dρ(t), f ∈ L2(G), (2.7)

We observe that Φ(1) = 1 and if ϕ(u) ≡ Γ(s+ 1), u ∈ (0, 1], then Φ(u) = us and the
Φ−means reduce to the Riesz means σsµ(f, x) of order s.

The problem consists in obtaining conditions for localisation of Φ−means of spectral
decomposition. For Riesz means a similar problem has been solved completely by
Ilin and Alimov [4] in the framework of spaces of exponential order of smoothness.
The result, substantially, was due to the possibility of giving a two-sided estimate
of exponential type for Lebesgue function of Riesz means in spaces with exponential
order of smoothness. For Φ−means of spectral decomposition such an estimate does not
posses exponential character. Thus, for multiple Fourier integral with assumption of
convexity on ϕ(u) in [2], the following estimate was established for Lebesgue constant:∫

R1≤|x|≤R2

|DΦ
µ |dx �

1

ω0(1/µ)
, ωo(u) =

u
n−1

2
−s

ϕ(u)
(2.8)

Here, 0 < R1 < R2 <∞, are fixed and for x, ξ ∈ Rn,

DΦ
µ (x) = F−1

[
Φ(1− |ξ|2/µ2)

]
(x)

is the Kernel of Φ−means. These estimates hint that the result on conditions for
localisation of Φ−means to be formulated in terms of spaces of generalised smoothness.

Let Ω ⊂ Rn be a domain and Ω ⊂⊂ G, that is, Ω is compact and Ω ⊂ G. Let
ω(0) = 0, ω(u) is increasing and ω(u)u−k is almost decreasing for k ∈ N.

Definition 2.1. The Nikol’skii type space with generalised smoothness Hω(.)
p (Ω) is de-

fined as follows:
Hω(.)
p (Ω) = {f ∈ Lp(Ω) : ‖f‖

H
ω(.)
p (Ω)

<∞},

where

‖f‖
H

ω(.)
p (Ω)

= ‖f‖Lp(Ω) + sup
0<u≤1

[
ωkp,Ω(f ;u)

ω(u)

]
and

ωkp,Ω(f ;u) = sup
|h|≤u
‖∆k

h,Ωf‖Lp(Ω)
, u > 0

is the modulus of continuity of order k for function f ∈ Lp(Ω) with

∆k
h,Ωf(x) =

∆k
hf(x) =

k∑
m=0

(−1)k−mCm
k f(x+mh), [x, x+ kh] ⊂ Ω

0, [x, x+ kh] * Ω.
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We denote by ‌̊H
ω(.)

p (Ω) the closure in Hω(.)
p (Ω) of C∞

0 (Ω) and note that ‌̊H
ω(.)

p (Ω) ↪→
H
ω(.)
p (Ω), moreover, the inclusion is strict. Then holds true the following:

Theorem 2.1. Let s > 0, 0 ≤ α, β are such that,

n− 2

2
− s < α ≤ β < min

{
α +

3

2
,
n

2
+ 1

}
(2.9)

and let a function ω satisfy the conditions

ω(u)u−α al. ↑, ω(u)u−β al. ↓ on (0, 1], (2.10)

ω(u) ≤ cω0(u), u ∈ (0, 1], ω0(u) =
u((n−1)/2)+s0−s

ϕs0(u)
. (2.11)

Let D ⊂ Ω ⊂⊂ G and f ∈ ‌̊H
ω(.)

2 (Ω) be a function satisfying the condition f(x) ≡ 0 for
all x in D. Then for each compact K ⊂ D uniformly in x ∈ K holds true the relation:

lim
µ→∞

σΦ
µ (f, x) = 0.

The theorem gives conditions for localization of Φ−means of spectral decomposi-
tion. In typical situations when

ϕs0(u) � us0ϕ(u), ω0(u) � u
n−1

2
−s

ϕ(u)
, u ∈ (0, 1], (2.12)

appears a function ω0(u) of the form (2.8). In particular, for Riesz means, that is, for
ϕ(u) = Γ(s+ 1) we obtain the requirement

ϕ(u) ≤ cu
n−1

2
−s. (2.13)

For s < n−1
2
, this results to the sharp condition of localization in terms of exponential

order of smoothness for a function f ∈ ‌̊H
α

2 (Ω) with α = n−1
2
−s established by V. A. Ilin

and Sh. A. Alimov in [4]. Moreover, as shown by M. L. Goldman in [2] this condition
is also sharp in terms of spaces of generalised smoothness. Namely, if

lim
u→+0

[
ω(u)us−

n−1
2

]
=∞, 0 ≤ s <

n− 1

2
, (2.14)

then for all x0 ∈ Ω, 1 ≤ p ≤ ∞, there exists a function f0 ∈ ‌̊H
ω(.)

p (Ω), which is zero in
some neighbourhood of x0 and the Riesz means of spectral decomposition σsµ(f0, x0) is
unbounded as µ→∞.

In obtaining this result the implementation of generalised kernels of fractional or-
der and the corresponding integral operators in the spaces of generalised smoothness,
investigated by M.L. Goldman in [3] played an important role.
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3 Justification of properties of localisation

3.1 Preliminaries

Properties of fundamental functions

Throughout the paper we use notations and definitions from Section 2. The following
properties of fundamental functions are described in [4].

1. ui(., t) ∈ C∞(G), ∆ui(x, t) + t2ui(x, t) = 0 in G.

2. Holds true the following mean value formula∫
θ

ui(x0 + rθ, t)dθ = (2π)
n
2 ui(x0, t)

J(n−2)/2(rt)

(rt)(n−2)/2
, (3.1)

where Jv(.) is Bessel function. The integral is evaluated in all angles θ of spherical
system of coordinates (r, θ), 0 < r < ρ(x0, ∂G).

3. For any subdomain Ω ⊂⊂ G, µ ≥ 1, ν ∈ [1, µ]

sup
x∈Ω

∫
|t−µ|≤ν

|u(x, t)|2dρ(t) ≤ c(Ω)νµn−1 (3.2)

4. For f ∈ L2(Ω) holds true Parseval’s equality.

∞∫
0

|f̂(t)|2dρ(t) =

∫
G

|f(x)|2dx

5. If f ∈ C∞
0 (G), then for any subdomain Ω ⊂⊂ G holds true uniformly convergent

in Ω decomposition

f(x) =

∫ ∞

0

f̂(t)u(x, t)dρ(t) (3.3)

Bessel integro-differential operators

Let g ∈ C∞(R1
+) be a finite function in the neighbourhood of zero. We define “Bessel’s

derivative" as follows

D1[g](r) =

(
r−1 d

dr

)
g(r), Dl = D(Dl−1), l = 2, 3, . . .

Let us introduce the corresponding operator of integration

Iκ[g](r) =
(
2κ−1Γ(κ)

)−1

r∫
0

g(η(r2 − η2)κ−1ηdη, 0 ≤ κ ≤ 1,

Iγ = IxIl for γ = l + κ, l ∈ N, 0 ≤ κ ≤ 1.
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For γ = l − κ, l ∈ N, 0 < κ < 1, put Dγ = DlIκ. On the functions of these type
these operators are inverses of each other, and

IγDγ[g] = DγIγ[g] = g.

In such a way we define the notation Dγ = I−γ for γ < 0. The operators can be
extended to wider classes of functions for which the introduced formulae make sense.
Holds true the following formula (cf. [5, 6]).

Dγ [rσJσ(rt)] = tγrσ−γJσ−γ(rt), σ > −1, γ ∈ R1, (3.4)

where the operators are acting in r.

3.2 Representation of Φ−means of spectral decomposition for
a finite function

Fourier-Bessel representation for function Φ

Using change of variables in (2.6), we obtain the following formula for later use.

Φ

(
1− t2

µ2

)
=

1

Γ(s)µ2s

µ∫
0

(u2 − t2)s−1
+ ϕ

(
1− u2

µ2

)
udu (3.5)

We shall also use the following notations

I ≡ Is,ν(u, t, R) := uν+s+1t−ν
∞∫
R

r1−sJν(tr)Jν+s(ur)dr (3.6)

∆R(µ, t) := 2sµ−2s

µ∫
0

ϕ

(
1− u2

µ2

)
Is,ν(u, t, R)du (3.7)

Proposition 3.1. For s > 0, ν > −1 holds true the following formula

Φ

(
1− t2

µ2

)
= t−ν

∞∫
0

BΦ
µ (r)Jν(rt)dr, t, µ > 0 (3.8)

where

BΦ
µ (r) =

r1−s2s

µ2s

µ∫
0

uν+s+1ϕ

(
1− u2

t2

)
Jν+s(ur)du. (3.9)

Proof. For 0 < A ≤ ∞ we denote

TA(µ, t) := t−ν
A∫

0

BΦ
µ (r)Jν(rt)dr

ψA(u, t) :=
2suν+s+1

tνµ2s
ϕ

(
1− u2

µ2

) A∫
0

r1−sJν+s(ur)Jν(tr)dr. (3.10)
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Then substituting (3.9) in TA and changing the order of integration we obtain

TA(µ, t) =

µ∫
0

φA(u, t)du, 0 < A <∞.

From the formula (Bateman-Erdelyi)

∞∫
0

r1−sJν+s(ur)Jν(tr)dr =
21−stν

Γ(s)uν+s
(u2 − t2)s−1

+

follows that

ψ∞(u, t) =
2u

Γ(s)µ2s
ϕ

(
1− u2

µ2

)(
u2 − t2

)s−1

+
.

Taking into account equations (3.5)–(3.7), we obtain

TA(µ, t) =

µ∫
0

ψ∞(u, t)du−
µ∫

0

[
ψ∞(u, t)−ψA(u, t)

]
du = Φ

(
1− t2

µ2

)
−∆A(µ, t) (3.11)

and to show relations (3.8)-(3.9), we only need to check that

∆A(µ, t)→ 0 as A→∞, µ, t > 0.

The estimate for ∆A(µ, t) is given in Subsection 3.3.

Representation of Φ−means

Let x0 ∈ G, f ∈ C∞
0 (Kx0,M), where Kx0,M = {x : |x−x0| ≤M}, 0 < M < ρ(x0, ∂G)

and
F (r) = (2π)−

n
2 rn−2

∫
θ

f(x0 + rθ)dr (3.12)

Put x = x0 + rθ in (3.3) and integrate with respect to θ. By virtue of uniform
convergence, the integral with respect to θ can be taken inside and the mean value
formula (3.1) be applied to get

F (r) =

∞∫
0

f̂(t)u(x0, t)t
(2−n)/2

[
r(n−2)/2J(n−2)/2(rt)

]
dρ(t).

For f ∈ C∞
0 (Kx0,M) such decomposition is fast convergent. Applying operator Dγ, γ ∈

R1 under the integral sign with respect to t and taking into account equation (3.4), we
obtain

DγF (r) =

∞∫
0

f̂(t)u(x0, t)t
−νrνJν(rt)dρ(t), ν =

n− 2

2
− γ. (3.13)
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Proposition 3.2. Let x0 ∈ G, f ∈ C∞
0 (Kx0,M), M < ρ(x0, ∂G), s > 0, γ < n/2 ν =

n−2
2
− γ, δ = ν + 1/2− s ≤ 0. Then

σΦ
µ (f, x0) =

∞∫
0

r−νDγF (r)BΦ
µ (r)dr (3.14)

where BΦ
µ (r) is of the form (3.9).

Proof. For A > 0 denote

SA(µ) =

A∫
0

r−νDγF (r)BΦ
µ (r)dr

Substitute here expansion (3.13) which is fast convergent and interchange the order of
integration with respect to t and r. Then

SA(µ) =

∞∫
0

f̂(t)u(x0, t)

(∫ ∞

0

t−νBΦ
µ (r)Jν(rt)dr

)
dρ(t).

The internal integral is TA(µ, t), and equations (3.11) and (2.7) result in

SA(µ) = σΦ
µ (f, x0)−

∞∫
0

f̂(t)u(x0, t)∆A(µ, t)dρ(t).

To prove relation (3.14) we need to show that

σA(µ) := σΦ
µ (f, x0)−

∞∫
0

f̂(t)u(x0, t)∆A(µ, t)dρ(t)→ 0 as A→∞. (3.15)

The proof of relation (3.15) depends on proposition 3.4 of Subsection 3.3.

Corollary 3.1. Let in Proposition 3.2 f(x) ≡ 0 if |x − x0| ≤ R for 0 < R < M .
Then

σΦ
µ (f, x0) =

∞∫
R

r−νDγF (r)BΦ
µ (r)dr (3.16)

Actually in (3.14), DγF (r) ≡ 0 for 0 < r < R.

Proposition 3.3. Let in Proposition 3.2 f(x) ≡ 0 if |x − x0| ≤ R for 0 < R < M.
Then holds true the representation

σΦ
µ (f, x0) =

∞∫
0

f̂(t)u(x0, t)∆A(µ, t)dρ(t). (3.17)
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Proof. Put decomposition (3.13) in (3.16). As in the proof of Proposition 3.2 inter-
change the order of integration with respect to t and r to obtain

σΦ
µ (f, x0) =

∞∫
0

f̂(t)u(x0, t)t
−ν
( ∞∫
R

BΦ
µ (r)Jν(rt)dr

)
dρ(t).

Let us substitute representation (3.9) for BΦ
µ (r) and interchange the order of integration

with respect to u and r (correctness of such operation can be verified as in the proof
of Proposition 3.1). Finally using notations (3.6)–(3.7), we arrive at the representation
(3.17).

Corollary 3.2. The value of ν in representation (3.17) remains free within the intervals
−1 < ν ≤ s− 1/2. We shall make use of this, choosing ν depending on the property of
smoothness of decomposable function.

3.3 Estimate for ∆R(µ, t)

Below we give estimates for the value of ∆R(µ, t) in all domains of the arguments. The
estimates are necessary for the study of properties of σΦ

µ (f, x0) (cf. (3.17)) as well as
for verification of representations in Subsection 3.2.

Proposition 3.4. Let δ = ν + 1
2
− s

1. For µ ≥ 3
R
, 0 < t < 1/R, δ ≤ 0 holds true the estimate

|∆R(µ, t)| ≤ c1(µR)δϕ1

(
1

µR

)
(3.18)

2. For µ ≥ 1
R
, t > 1/R holds true the estimates

|∆R(µ, t)| ≤ c2R
−sµδ+1ϕ1

(
1

µR

)
t−(ν+1/2)|µ− t|−1, |µ− t| > 1

R
(3.19)

|∆R(µ, t)| ≤ c3R
s0−sµδ+s0ϕs0

(
1

µR

)
t−(ν+1/2), |µ− t| ≤ 1

R
(3.20)

where c1, c2, c3 do not depend on t, µ, R.

Proposition 3.5. Let 0 < µ < 3R, δ = ν + 1
2
− s. Then

|∆R(µ, t)| ≤ c1 if 0 < t ≤ 2µ, δ ≤ 0 (3.21)

|∆R(µ, t)| ≤ c2µ
ν+ 3

2 t−(ν+ 3
2
), if t > 2µ, ν ≥ −1

2
. (3.22)

where c1, c2 do not depend on t, µ, R.

The proofs of Propositions 3.4 and 3.5 depend on the following lemmas.

Lemma 3.1. Let s > 0, ν > −1, I = Is,ν(µ, t, R), see equation (3.6).
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1. For u > 2
R
, 0 < t < 1

R
holds true the estimate

|I| ≤ c1u
ν+s−1/2Rν+ 1

2
−s, if ν ≤ s− 1/2. (3.23)

2. For u > 1
2R
, t > 1

2R
holds true the estimate

|I| ≤ c2R
1−suν+s+1/2t−(ν+ 1

2 )
[
R|t− u|+ (R|t− u|)1−s0]−1

. (3.24)

3. For 0 < u < 3
R

holds true the estimate

I ≤ c3


u2s−1, if 0 < t ≤ u/2, ν ≤ s− 1/2

u2s−s0|u− t|−(1−s0), if u/2 < t < 2u

uν+2s+1/2t−(ν+3/2), if t > 2u, ν > −1/2.

(3.25)

Here c1, c2, c3 do not depend on t, µ, R.

4. Holds true the following formula

u∫
0

Is,ν(v, t, R)dv = u−1Is+1,ν(u, t, R) (3.26)

and

B :=

u∫
0

(u2 − v2)Is,ν(v, t, R)dv = 2u−1Is+1,ν(u, t, R) (3.27)

The estimates (3.23)–(3.25) are obtained in standard way with the help of asymp-
totic formula for Bessel functions. Some of these estimates are well known in [8] and
[4] and the remaining can be proved in similar way. Formula (3.26) is based on the
well known relation from [5]. To get relation (3.27) integrate B by parts. Then taking
into account (3.26), we obtain

B = (u2 − v2)v−1Is+1,ν(v, t, R)|vu=0 + 2

u∫
0

Is+1,ν(v, t, R)dv.

Both substitutions are zero (the lower because of (3.25)) and using relation (3.26) we
arrive at the required value of B.

Remark 3.1. For the Riesz means put ϕ(u) = Γ(s+1) in (3.7), and then use equation
(3.26) to get

∆R(µ, t) = c0µ
−(2s+1)Is+1,ν(µ, t, R),

and all the required estimates follow from Lemma 3.1. However, in general cases, the
proofs of Propositions 3.4 and 3.5 require additional efforts.
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Lemma 3.2. Let µ > 1/R, s > 0, ν > −1. Then

BR(µ, t) := 2sµ−2s

µ− 1
2R∫

0

ϕ

(
1− u2

µ2

)
Is,ν(u, t, R)du

hold the following estimates: for µ > 1/R t > 1/R

|BR(µ, t)| ≤ c1R
−sϕ

(
1

µR

)
µν+

1
2
−st−(ν+1/2) (1 +R|µ− t|)−1

and for µ > 3/R, 0 < t < 1/R

|BR(µ, t)| ≤ c2ϕ

(
1

µR

)
(µR)ν−s−1/2, for ν ≤ s+ 1/2.

Here c1, c2 do not depend on µ, t, R.

Proof. 1. Let κ = 1− (µ− 1
2R

)2/µ2. Holds true a type of Taylor’s formula

ϕ

(
1− u2

µ2

)
= ϕ(κ) +

ϕ′(κ)

µ2

[(
µ− 1

2R

)2

− u2

]

+
2

µ4

µ− 1
2R∫

u

(v2 − u2)ϕ′′
(

1− v2

µ2

)
vdv,

which can be checked using integration by parts for the integral on the right-hand
side. Put this in BR(µ, t) to get three summands. The first is calculated using
equation (3.26) and the second using (3.27). In the third interchange the order
of integration with respect to u and v and then apply equation (3.27) w.r.t u to
the resulting integral. Finally, we arrive at the representation

BR(µ, t) = 2s+2µ−2s−4

{
µ4

4
ϕ(κ)

(
µ− 1

2R

)−1

Is+1,ν

(
µ− 1

2R
, t, R

)
+

+
ϕ′(κ)µ2

2
(
µ− 1

2R

)Is+2,ν

(
µ− 1

2R
, t, R

)
+

µ− 1
2R∫

0

ϕ′′
(

1− v2

µ2

)
Is+2,ν(v, t, R)dv

}
.

2. Note that µ− 1
2R
� µ, κ � 1

µR
if µ > 1/R and

|ϕ′(κ)| ≤ cκ−1ϕ(κ) � µRϕ

(
1

µR

)
.

Therefore taking into account Lemma 3.1, the first two summands in BR(µ, t)
give the required estimates. For the third summand we notice that∣∣∣∣ϕ′′(1− v2

µ2

)∣∣∣∣ ≤ c
ϕ(1− v2/µ2)µ4

(µ2 − v2)2
≤ c′ϕ(κ)µ4

(µ2 − v2)2
� ϕ(1/µR)µ2

(µ− v)2
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and it gives an increment on BR(µ, t) which is at most

B′
R := µ−2s−2ϕ

(
1

µR

) µ− 1
R∫

0

|Is+2,ν(v, t, R)| (µ− v)−2dv.

3. Let µ > 1/R, t > 1/R. Comparing estimates (3.24)–(3.25) evaluated for
Is+2,ν(v, t, R) we observe that

|Is+2,ν(v, t, R)| ≤ cR−s−1vs+ν+5/2t−(ν+1/2)

1 +R|t− v|
, 0 < v < µ− 1/2R.

Therefore
B′
R ≤ cR−s−1ϕ

(
1

µR

)
µν+1/2t−(ν+1/2)AR(µ, t)

where

AR(µ, t) =

µ− 1
2R∫

0

(1 +R|t− v|)−1(µ− v)−2dv

So, for µ > 1/R, t > 1/R, it remains to check that

AR(µ, t) ≤ cR [1 +R|µ− t|]−1 .

1) Let t ≥ µ− 1/2R, then[
1 +R|t− v|

]−1 ≤ [1 +R (t− (µ− 1/2R))]−1 �
[
1 +R|µ− t|

]−1
.

And indeed,

AR(µ, t) ≤ c
[
1 +R|t− µ|

]−1

µ− 1
2R∫

0

(µ− v)−2dv = c1 [1 +R|t− µ|]−1 .

2) Let t < µ− 1/2R, then

AR(µ, t) =

t∫
0

. . . +

µ− 1
2R∫

t

. . . = A
(1)
R + A

(2)
R .

Let us estimate A(1)
R . If t ≤ µ/2, then µ− t ≥ t, µ− t ≥ µ/2 > 1/2R and

A
(1)
R � (µ−t)−2

t∫
0

[1 +R(t− v)]−1 dv � ln(Rt+ 1)

(µ− t)µR
≤ c

µ− t
≤ c′R

1 + (µ− t)R
.

If t > µ/2, then µ− t < t and

A
(1)
R =

1

R

Rt∫
0

(1 + u)−1
(
µ− t+

u

R

)−2

du =
1

R

R(µ−t)∫
0

. . . +
1

R

Rt∫
R(µ−t)

. . .
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The first integral is at most

R−1(µ− t)−2

R(µ−t)∫
0

du = (µ− t)−1 � R [1 +R|µ− t|]−1 ,

and the second integral is at most

R [1 +R|µ− t|]−1

Rt∫
R(µ−t)

u−2du ≤ cR [1 +R|µ− t|]−2 ,

which gives the required estimate for A(1)
R . The value of A(2)

R can be estimated in
similar way.

4. Let now µ > 3/R, t < 1/R. Then comparing estimates (3.23) and (3.25) for
Is+2,ν(v, t, R) shows that

|Is+2,ν(v, t, R)| ≤ c

{
v2s+3 if 0 < v < 2/R, ν ≤ s+ 1/2,

vν+s+3/2Rν−s−3/2 if 2/R < v < µ− 1/2R, ν ≤ s+ 3/2.

Partition the integral B′
R into two, using the estimates provided and taking into

account that v < 2/R implies that µ − v � µ. Finally we obtain the required
inequality for B′

R which means for BR(µ, t).

Lemma 3.3. Let s > 0, 0 < µ, t, R <∞, 0 ≤ σ < µ. Then

Aσ :=

µ∫
0

ϕ

(
1− u2

µ2

)
|t− u|s0−1udu ≤ cµ1+s0ϕs0

(
1− σ2

µ2

)
,

where c > 0 does not depend on µ, t, R, σ.

Proof. 1. In the case s ≥ 1, s0 = 1 the lemma is obvious.

Aσ := µ2

1−σ2

µ2∫
0

ϕ(v)dv = µ2ϕ1

(
1− σ2

µ2

)
(3.28)

2. Now let 0 < s < 1, s0 = s. Denote

ψ(u) = ϕ

(
1− u2

µ2

)
uχ(σ,µ)(u), ξt(u) = |t− u|s−1.

Without loss of generality, it is possible to assume that ϕ(u) is decreasing. Then
non-increasing rearrangements are equal:

ψ∗(v) = ψ(µ− v) � ϕ

(
v

µ

)
(µ− v)χ(0, µ−σ)(v), ξ∗t (v) = 21−svs−1.
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Therefore using a well known theorem on rearrangements (cf. [7, p. 94]), we
obtain

Aσ =

∞∫
0

ψ(u)ξt(u)du ≤
∞∫

0

ψ∗(v)ξ∗t (v)dv �
∫ µ−σ

0

ϕ

(
v

µ

)
(µ− v)vs−1dv

≤ µs+1

1−σ
µ∫

0

ϕ(ξ)ξs−1dξ = µs+1ϕs

(
1− σ

µ

)
� µs+1ϕs

(
1− σ2

µ2

)
.

Lemma 3.4. Let µ > 1/R, s > 0, ν > −1, δ = ν + 1/2− s,

CR(µ, t) = 2sµ−2s

µ∫
µ− 1

2R

ϕ

(
1− u2

µ2

)
Is,ν(u, t, R)du.

Then hold true the following estimates: For µ > 1/R, t > 1/R

|CR(µ, t)| ≤ C1R
−sµδ+1ϕ1

(
1

µR

)
t−(ν+1/2)|µ− t|−1, |µ− t| ≥ 1

R
, (3.29)

|CR(µ, t)| ≤ C2R
s0−sµδ+s0ϕs0

(
1

µR

)
t−(ν+1/2), |µ− t| ≤ 1

R
, (3.30)

for µ > 3/R, 0 < t < 1/R

|CR(µ, t)| ≤ C3(µR)δϕs1

(
1

µR

)
, if ν ≤ s− 1/2. (3.31)

Proof. 1. If |µ − t| ≥ 1
R
, then for u ∈ (µ − 1

2R
, µ) we have |u − t| ≥ 1

2R
and

|u− t| ≥ |µ−t|
2
. Therefore employing estimate (3.11) with the second summand in

[. . . ] neglected leads to the estimate

|CR(µ, t)| ≤ CR−sµδ−1t−(ν+1/2)|µ− t|−1

µ∫
µ− 1

2R

ϕ

(
1− u2

µ2

)
udu.

Recalling the notation Aσ for s0 = 1 σ = µ − 1
2R

in equation (3.28) and we
arrive at (3.29).

2. If |µ− t| ≤ 1
R
, then for u ∈ (µ− 1

2R
, µ) we have |u− t| ≤ 3

R
. Estimate (3.24) with

the first summand in [. . . ] neglected leads to the estimate

|CR(µ, t)| ≤ CRs0−sµδ−1t−(ν+1/2)Aσ, σ = µ− 1/2R

and employing Lemma 3.3 we obtain the estimate (3.30).
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3. Estimate (3.31) follows from the relations (3.23) and (3.28).

Proof of Proposition 3.4 Lemmas 3.2 and 3.4 result in Proposition 3.4. Indeed,
∆R(µ, t) = BR(µ, t) + CR(µ, t), estimates for CR(µ, t) are of the required form and
estimates for BR(µ, t) in any case are not worst, because

ϕs0(u) ≥
u∫

u/2

ϕ(v)vs0−1dv � ϕ(u)us0 , u ∈ (0, 1].

�

Proof of Proposition 3.5. We have 0 < µ < 3/R.

1. Let t > 2µ. Substituting in (3.7) the last estimate from (3.25) and for u/µ = v,
we obtain

|∆R(µ, t)| ≤ c (µ/t)ν+3/2

1∫
0

vκϕ(1− v2)dv, κ = ν + 2s+ 1/2.

Since κ > −1 and the integral is convergent this gives estimate (3.22).

2. Let t ≤ 2µ. For s ≥ 1 comparison of estimates (3.25) shows that |I| ≤ cu2s−1, 0 <
u < µ for −1/2 ≤ ν ≤ s − 1/2 from which in similar way to item 1, we obtain
(3.21) for 0 < s < 1. These considerations are true everywhere except the interval
∆ = (t/2,min{2t, µ}) on which we need to employ the second estimate from
(3.25) and require to estimate the integral

N := c0µ
−2s

∫
∆

usϕ

(
1− u2

µ2

)
|u− t|s−1du.

If t < µ/4, then ϕ
(

1− u2

µ2

)
� ϕ(1) for u ∈ ∆ and

N � µ−2stsϕ(1)

2t∫
t/2

|u− t|s−1du � µ−2st2sϕ(1) = O(1).

And if t > µ/4, then us−1 � µs−1 for u ∈ ∆

N � µ−s−1

∫
∆

ϕ

(
1− u2

µ2

)
|u− t|s−1udu ≤ µ−s−1A0 ≤ c1ϕs(1)

also cf. Lemma 3.3 for σ = 0 and finally we again obtain (3.21).

�

Proof of relation (3.15). σR(µ)→ 0 as R→∞, µ > 0.
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1. Assume that R > 3/µ and R > 1. Then

σR(µ) =

1/R∫
0

. . . +

µ/2∫
1/R

. . . +

∞∫
µ/2

. . . = σ0 + σ1 + σ2.

To estimate σ0 we use inequality (3.18), then

|σ0| ≤ c(µR)δϕ1

(
1

µR

) 1/R∫
0

|f̂(t)||u(x0, t)|dρ(t). (3.32)

But from properties (3.3) and (3.4) follows that

1∫
0

|f̂(t)||u(x0, t)|dρ(t) ≤ c‖f‖L2

{ 1∫
0

|u(x0, t)|2dρ(t)

}1/2

(3.33)

and therefore σ0 → 0 as R→∞.

2. To estimate σ1 we use inequality (3.19), and

|σ1| ≤ c(µ)R−sϕ1

(
1

µR

) µ∫
1/R

|f̂(t)||u(x0, t)|t(−ν+1/2)dρ(t).

If ν ≤ −1/2, then the integral is O(1). And if ν ≥ −1/2, then

|σ1| ≤ c(µ)Rν+1/2−sϕ1

(
1

µR

) ∞∫
0

|f̂(t)||u(x0, t)|dρ(t)

and since δ = ν + 1/2− s ≤ 0, σ1 → 0 as R→∞.

3. Let us estimate σ2. Taking into account that, if 0 < s < 1, then

ϕ1(u) =

u∫
0

ϕ(u)vs−1u1−sdv ≤ u1−s

u∫
0

ϕ(v)vs−1dv = u1−sϕs(u), (3.34)

we employ estimate (3.20) for σ2 to get

|σ2| ≤ cµδ+s0Rs0−sϕs0

(
1

µR

) ∞∫
µ/2

|f̂(t)||u(x0, t)|t−(ν+1/2)dρ(t),

and σ2 → 0 as R→∞.

�



Spaces of generalised smoothness in summability problems for Φ− means of spectral decomposition 77

3.4 Estimate of Φ−means of spectral decomposition

Proposition 3.6. Let s > 0, α, β, ω(u) be as in Theorem 2.1, Ω ⊂⊂ G, x0 ∈ Ω, 0 <
R < ρ(x0, ∂Ω), R ≤ 1, f ∈ C∞

0 (Ω), f(x) ≡ 0 for |x− x0| ≤ R. Then for all µ ≥ 3/R
holds true the following inequality:

|σΦ
µ (f, x0)| ≤ c‖f‖Hω

2

{
(µR)s0−s−1/2ϕs0

(
1

µR

)
ω

(
1

µ

)
µn/2+(µR)δϕ1

(
1

µR

)
ω(R)Vβ(R)

}
(3.35)

Here c does not depend on µ,R, f, x0 and

Vβ(R) =


R−

n
2 , β < n

2

R−
n
2 log2

(
1
R

)
β = n

2

R−β β > n
2

δ ≤ min{0, (n+ 1)/2− s− β}.

To proof Proposition 3.6, in addition to Proposition 3.4 we require the following:

Lemma 3.5. Let condition (2.11) be satisfied for α ≤ β < α + 3/2. Then for any
domain Ω ⊂⊂ G and function f ∈ C∞

0 (Ω)

sup
µ≥1

{∫ 3µ

µ

|f̂(t)|2dρ(t)

}1/2

≤ c(Ω)ω
(
µ−1
)
‖f‖Hω

2
(3.36)

The proof of the lemma is similar to that of Lemma 3.1 in [4], giving the estimate
for Hr

2 .

Proof of Proposition 3.6

1. In virtue of conditions on α and β we have

ε0 := min{s+ α− (n− 2)/2, 3/2 + α− β} > max{0, α− (n− 1)/2} =: ε1

Put ν = (n − 3)/2 − α + ε, δ = ν + 1/2 − s, where ε1 < ε ≤ ε0. Then ν > −1
and the conditions

(n− 3)/2 < α + ν ≤ β + ν ≤ n/2, δ ≤ min{0, (n+ 1)/2− s− β} (3.37)

are satisfied. We use this value of ν in representation (3.17) and estimate the
contribution of each summand.

σΦ
µ (f, x0) =

1/R∫
0

. . . +

µ/2∫
1/R

. . . +

3µ/2∫
µ/2

. . . +

∞∫
3µ/2

. . . = σ0 + σ1 + σ2 + σ3.

2. Let us estimate σ0. Inequalities (3.32) and (3.33) show that the integral over the
interval (0, 1) gives the value which is not greater than the value of the second
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summand on the right-hand side of (3.35). Further, based on (3.36) and (2.2),
we obtain

∣∣∣∣
1/R∫
1

. . .

∣∣∣∣ ≤ [log2 1/R]∑
k=0

{ 2k+1∫
2k

|f̂(t)|2dρ(t)

}1/2{ 2k+1∫
2k

|u(x0, t)|2dρ(t)

}1/2

≤ c‖f‖Hω
2

[log2 1/R]∑
k=0

ω
(
2−k
)

2kn/2 ≡ c‖f‖Hω
2
ΣR.

But ω(u)u−β is almost decreasing on (0, 1] and therefore

ΣR =

[log2 1/R]∑
k=0

ω
(
2−k
)

2kβ2k(n/2−β) ≤ cω(R)R−β
[log2 1/R]∑
k=0

2k(n/2−β).

Finally |σ0| gives the second term on the right-hand side of (3.35).

3. To estimate σ1 we use inequality (3.19) with µ− t � µ and obtain

|σ1| ≤ cR−sµδϕ1

(
1

µR

) µ/2∫
1/R

t−(ν+1/2)|f̂(t)||u(x0, t)|dρ(t). (3.38)

Similar to step 2 for λ = [log2(µR)]

µ/2∫
1/R

· · · ≤ c
λ∑
k=1

(
µ

2k

)−(ν+1/2)( µ/2k∫
µ/2k+1

|f̂(t)|2dρ(t)

)1/2( µ/2k∫
µ/2k+1

|u(x0, t)|2dρ(t)

)1/2

≤ c1‖f‖Hω
2

λ∑
k=0

(
µ

2k

)n−1
2
−ν

ω

(
2k

µ

)
≡ c1‖f‖Hω

2
Σµ,R. (3.39)

And we have

Σµ,R ≤ cω

(
1

µ

)
µβ


µ

n−1
2
−ν−β, if ν + β < (n− 1)/2,

log2(µR), if ν + β = (n− 1)/2,

Rν+β−n−1
2 , if ν + β > (n− 1)/2.

Since ν + β ≤ n/2,
Σµ,R ≤ cµ

n−1
2
−νω

(
1/µ
)
(µR)1/2. (3.40)

The estimates (3.38)–(3.40) show that σ1 contributes to the first summand on the
right hand-side of (3.35) and for 0 < s < 1 inequality (3.34) should be considered
in addition.

4. Let us estimate σ2. Inequalities (3.19)–(3.20) and (3.34) result in

|∆R(µ, t)| ≤ cRs0−sµδ+s0ϕs0

(
1

µR

)
(1 +R|µ− t|)−1 t−(ν+1/2).
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Using inequality (3.34)

|σ2| ≤ c (µR)s0−1 ϕs0

(
1

µR

)
ω

(
1

µ

)
‖f‖Hω

2

 3µ/2∫
µ/2

|u(x0, t)|2dρ(t)

(1 +R|µ− t|)2


1
2

.

3µ/2∫
µ/2

. . . ≤ c

∞∑
k=0

2−2k

∫
2k−1≤R|µ−t|≤2k+1

|u(x0, t)|2dρ(t) ≤ c1µ
n−1R−1

∞∑
k=0

2−k.

Finally σ2 gives the required contribution to the right-hand side of (3.35).

5. To estimate σ3 we use (3.8) and take into account that t− µ � t

|σ3| ≤ cR−sµδ+1ϕ1

(
1

µR

) ∞∫
3µ/2

t−(ν+3/2)|f̂(t)||u(x0, t)|dρ(t).

Partition to the integrals over the intervals [µ2k, µ2k+1], in similar way to steps
2 and 3, we obtain the estimate

∞∫
3µ/2

. . . ≤ c‖f‖Hω
2

∞∑
k=0

(
µ2k
)n−2

2
−ν
ω

(
1

µ2k

)
≡ c‖f‖Hω

2
Σµ.

Taking into account results of step 1 and that ω(u)u−α is almost increasing,

Σµ =
∞∑
k=0

(
µ2k
)α−ε

ω

(
1

µ2k

)
≤ cµα−εω

(
1

µ

) ∞∑
k=0

2−kε.

Substitute these estimates and take into account (3.34) if s < 1. Finally we get
the contribution of σ3 which is even of smaller order than the first summand on
the right hand-side of (3.35).

�

Proof of Theorem 2.1 Let R = ρ(K, ∂D). Then for any function f ∈ C∞
0 (Ω) such that

f ≡ 0 in D and any point x0 ∈ K the estimate (3.35) applicable with R = R(K) > 0
fixed. Then ∣∣∣σΦ

µ (f, x0)
∣∣∣ ≤ c(K)‖f‖Hω

2

[
ω

(
1

µ

)/
ω0

(
1

µ

)
+ µδϕ1

(
1

µ

)]
Since δ ≤ 0, µδϕ1

(
1
µ

)
→ 0 as µ→∞. And finally apply condition (2.11) to get∣∣∣σΦ

µ (f, x0)
∣∣∣ ≤ c1(K)‖f‖Hω

2
, ∀x0 ∈ K, ∀µ ≥ 1.

Then using the densness of C∞
0 (Ω) in ‌̊H

ω(.)

p (Ω) and uniform convergence of spectral
decomposition and hence Φ−means for C∞

0 (Ω), in standard scheme we obtain that
σΦ
µ (f, x) → f(x) as µ → ∞ uniformly in x ∈ K for any function f ∈ ‌̊H

ω(.)

p (Ω), f ≡ 0
in D. �
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