
ISSN (Print): 2077-9879

ISSN (Online): 2617-2658

Eurasian

Mathematical

Journal

2024, Volume 15, Number 3

Founded in 2010 by

the L.N. Gumilyov Eurasian National University

in cooperation with

the M.V. Lomonosov Moscow State University

the Peoples' Friendship University of Russia (RUDN University)

the University of Padua

Starting with 2018 co-funded

by the L.N. Gumilyov Eurasian National University

and

the Peoples' Friendship University of Russia (RUDN University)

Supported by the ISAAC

(International Society for Analysis, its Applications and Computation)

and

by the Kazakhstan Mathematical Society

Published by

the L.N. Gumilyov Eurasian National University

Astana, Kazakhstan



EURASIAN MATHEMATICAL JOURNAL

Editorial Board

Editors�in�Chief

V.I. Burenkov, M. Otelbaev, V.A. Sadovnichy

Vice�Editors�in�Chief

K.N. Ospanov, T.V. Tararykova

Editors

Sh.A. Alimov (Uzbekistan), H. Begehr (Germany), T. Bekjan (Kazakhstan), O.V. Besov (Russia),
N.K. Bliev (Kazakhstan), N.A. Bokayev (Kazakhstan), A.A. Borubaev (Kyrgyzstan), G. Bourdaud
(France), A. Caetano (Portugal), A.D.R. Choudary (Pakistan), V.N. Chubarikov (Russia), A.S. Dzu-
madildaev (Kazakhstan), V.M. Filippov (Russia), H. Ghazaryan (Armenia), M.L. Goldman (Russia),
V. Goldshtein (Israel), V. Guliyev (Azerbaijan), D.D. Haroske (Germany), A. Hasanoglu (Turkey),
M. Huxley (Great Britain), P. Jain (India), T.Sh. Kalmenov (Kazakhstan), B.E. Kangyzhin (Kaza-
khstan), K.K. Kenzhibaev (Kazakhstan), S.N. Kharin (Kazakhstan), E. Kissin (Great Britain),
V.I. Korzyuk (Belarus), A. Kufner (Czech Republic), L.K. Kussainova (Kazakhstan), P.D. Lam-
berti (Italy), M. Lanza de Cristoforis (Italy), F. Lanzara (Italy), V.G. Maz'ya (Sweden), K.T.
Mynbayev (Kazakhstan), E.D. Nursultanov (Kazakhstan), R. Oinarov (Kazakhstan), I.N. Para-
sidis (Greece), J. Pe�cari�c (Croatia), S.A. Plaksa (Ukraine), L.-E. Persson (Sweden), E.L. Presman
(Russia), M.A. Ragusa (Italy), M. Reissig (Germany), M. Ruzhansky (Great Britain), M.A. Sady-
bekov (Kazakhstan), S. Sagitov (Sweden), T.O. Shaposhnikova (Sweden), A.A. Shkalikov (Russia),
V.A. Skvortsov (Poland), G. Sinnamon (Canada), V.D. Stepanov (Russia), Ya.T. Sultanaev (Rus-
sia), D. Suragan (Kazakhstan), I.A. Taimanov (Russia), J.A. Tussupov (Kazakhstan), U.U. Umirbaev
(Kazakhstan), Z.D. Usmanov (Tajikistan), N. Vasilevski (Mexico), Dachun Yang (China), B.T. Zhu-
magulov (Kazakhstan)

Managing Editor

A.M. Temirkhanova

c© The L.N. Gumilyov Eurasian National University



Aims and Scope

The Eurasian Mathematical Journal (EMJ) publishes carefully selected original research papers
in all areas of mathematics written by mathematicians, principally from Europe and Asia. However
papers by mathematicians from other continents are also welcome.

From time to time the EMJ publishes survey papers.
The EMJ publishes 4 issues in a year.
The language of the paper must be English only.
The contents of the EMJ are indexed in Scopus, Web of Science (ESCI), Mathematical Reviews,

MathSciNet, Zentralblatt Math (ZMATH), Referativnyi Zhurnal � Matematika, Math-Net.Ru.
The EMJ is included in the list of journals recommended by the Committee for Control of

Education and Science (Ministry of Education and Science of the Republic of Kazakhstan) and in
the list of journals recommended by the Higher Attestation Commission (Ministry of Education and
Science of the Russian Federation).

Information for the Authors

Submission. Manuscripts should be written in LaTeX and should be submitted electronically in
DVI, PostScript or PDF format to the EMJ Editorial O�ce through the provided web interface
(www.enu.kz).

When the paper is accepted, the authors will be asked to send the tex-�le of the paper to the
Editorial O�ce.

The author who submitted an article for publication will be considered as a corresponding author.
Authors may nominate a member of the Editorial Board whom they consider appropriate for the
article. However, assignment to that particular editor is not guaranteed.

Copyright. When the paper is accepted, the copyright is automatically transferred to the EMJ.
Manuscripts are accepted for review on the understanding that the same work has not been already
published (except in the form of an abstract), that it is not under consideration for publication
elsewhere, and that it has been approved by all authors.

Title page. The title page should start with the title of the paper and authors' names (no degrees).
It should contain the Keywords (no more than 10), the Subject Classi�cation (AMS Mathematics
Subject Classi�cation (2010) with primary (and secondary) subject classi�cation codes), and the
Abstract (no more than 150 words with minimal use of mathematical symbols).

Figures. Figures should be prepared in a digital form which is suitable for direct reproduction.
References. Bibliographical references should be listed alphabetically at the end of the article.

The authors should consult the Mathematical Reviews for the standard abbreviations of journals'
names.

Authors' data. The authors' a�liations, addresses and e-mail addresses should be placed after
the References.

Proofs. The authors will receive proofs only once. The late return of proofs may result in the
paper being published in a later issue.

O�prints. The authors will receive o�prints in electronic form.



Publication Ethics and Publication Malpractice

For information on Ethics in publishing and Ethical guidelines for journal publication see
http://www.elsevier.com/publishingethics and http://www.elsevier.com/journal-authors/ethics.

Submission of an article to the EMJ implies that the work described has not been published
previously (except in the form of an abstract or as part of a published lecture or academic thesis or as
an electronic preprint, see http://www.elsevier.com/postingpolicy), that it is not under consideration
for publication elsewhere, that its publication is approved by all authors and tacitly or explicitly by
the responsible authorities where the work was carried out, and that, if accepted, it will not be
published elsewhere in the same form, in English or in any other language, including electronically
without the written consent of the copyright-holder. In particular, translations into English of papers
already published in another language are not accepted.

No other forms of scienti�c misconduct are allowed, such as plagiarism, falsi�cation, fraudulent
data, incorrect interpretation of other works, incorrect citations, etc. The EMJ follows the Code
of Conduct of the Committee on Publication Ethics (COPE), and follows the COPE Flowcharts
for Resolving Cases of Suspected Misconduct (http://publicationethics.org/�les/u2/NewCode.pdf).
To verify originality, your article may be checked by the originality detection service CrossCheck
http://www.elsevier.com/editors/plagdetect.

The authors are obliged to participate in peer review process and be ready to provide corrections,
clari�cations, retractions and apologies when needed. All authors of a paper should have signi�cantly
contributed to the research.

The reviewers should provide objective judgments and should point out relevant published works
which are not yet cited. Reviewed articles should be treated con�dentially. The reviewers will be
chosen in such a way that there is no con�ict of interests with respect to the research, the authors
and/or the research funders.

The editors have complete responsibility and authority to reject or accept a paper, and they will
only accept a paper when reasonably certain. They will preserve anonymity of reviewers and promote
publication of corrections, clari�cations, retractions and apologies when needed. The acceptance of
a paper automatically implies the copyright transfer to the EMJ.

The Editorial Board of the EMJ will monitor and safeguard publishing ethics.



The procedure of reviewing a manuscript, established
by the Editorial Board of the Eurasian Mathematical Journal

1. Reviewing procedure
1.1. All research papers received by the Eurasian Mathematical Journal (EMJ) are subject to

mandatory reviewing.
1.2. The Managing Editor of the journal determines whether a paper �ts to the scope of the EMJ

and satis�es the rules of writing papers for the EMJ, and directs it for a preliminary review to one
of the Editors-in-chief who checks the scienti�c content of the manuscript and assigns a specialist for
reviewing the manuscript.

1.3. Reviewers of manuscripts are selected from highly quali�ed scientists and specialists of the
L.N. Gumilyov Eurasian National University (doctors of sciences, professors), other universities of
the Republic of Kazakhstan and foreign countries. An author of a paper cannot be its reviewer.

1.4. Duration of reviewing in each case is determined by the Managing Editor aiming at creating
conditions for the most rapid publication of the paper.

1.5. Reviewing is con�dential. Information about a reviewer is anonymous to the authors and
is available only for the Editorial Board and the Control Committee in the Field of Education and
Science of the Ministry of Education and Science of the Republic of Kazakhstan (CCFES). The
author has the right to read the text of the review.

1.6. If required, the review is sent to the author by e-mail.
1.7. A positive review is not a su�cient basis for publication of the paper.
1.8. If a reviewer overall approves the paper, but has observations, the review is con�dentially

sent to the author. A revised version of the paper in which the comments of the reviewer are taken
into account is sent to the same reviewer for additional reviewing.

1.9. In the case of a negative review the text of the review is con�dentially sent to the author.
1.10. If the author sends a well reasoned response to the comments of the reviewer, the paper

should be considered by a commission, consisting of three members of the Editorial Board.
1.11. The �nal decision on publication of the paper is made by the Editorial Board and is recorded

in the minutes of the meeting of the Editorial Board.
1.12. After the paper is accepted for publication by the Editorial Board the Managing Editor

informs the author about this and about the date of publication.
1.13. Originals reviews are stored in the Editorial O�ce for three years from the date of publica-

tion and are provided on request of the CCFES.
1.14. No fee for reviewing papers will be charged.

2. Requirements for the content of a review
2.1. In the title of a review there should be indicated the author(s) and the title of a paper.
2.2. A review should include a quali�ed analysis of the material of a paper, objective assessment

and reasoned recommendations.
2.3. A review should cover the following topics:
- compliance of the paper with the scope of the EMJ;
- compliance of the title of the paper to its content;
- compliance of the paper to the rules of writing papers for the EMJ (abstract, key words and

phrases, bibliography etc.);
- a general description and assessment of the content of the paper (subject, focus, actuality of

the topic, importance and actuality of the obtained results, possible applications);
- content of the paper (the originality of the material, survey of previously published studies on

the topic of the paper, erroneous statements (if any), controversial issues (if any), and so on);



- exposition of the paper (clarity, conciseness, completeness of proofs, completeness of biblio-
graphic references, typographical quality of the text);

- possibility of reducing the volume of the paper, without harming the content and understanding
of the presented scienti�c results;

- description of positive aspects of the paper, as well as of drawbacks, recommendations for
corrections and complements to the text.

2.4. The �nal part of the review should contain an overall opinion of a reviewer on the paper
and a clear recommendation on whether the paper can be published in the Eurasian Mathematical
Journal, should be sent back to the author for revision or cannot be published.



Web-page

The web-page of the EMJ is www.emj.enu.kz. One can enter the web-page by typing Eurasian
Mathematical Journal in any search engine (Google, Yandex, etc.). The archive of the web-page
contains all papers published in the EMJ (free access).

Subscription

Subscription index of the EMJ 76090 via KAZPOST.

E-mail

eurasianmj@yandex.kz

The Eurasian Mathematical Journal (EMJ)
The Astana Editorial O�ce
The L.N. Gumilyov Eurasian National University
Building no. 3
Room 306a
Tel.: +7-7172-709500 extension 33312
13 Kazhymukan St
010008 Astana, Kazakhstan

The Moscow Editorial O�ce
The Peoples' Friendship University of Russia
(RUDN University)
Room 473
3 Ordzonikidze St
117198 Moscow, Russia



YESMUKHANBET SAIDAKHMETOVICH SMAILOV

Doctor of physical and mathematical sciences, Professor Smailov Esmuhan-
bet Saidakhmetovich passed away on May 24, 2024, at the age of 78 years.

Esmuhanbet Saidakhmetovich was well known to the scienti�c community
as a high quali�ed specialist in science and education, and an outstanding
organizer. Fundamental scienti�c articles and textbooks written in various
�elds of the theory of functions of several variables and functional analysis,
the theory of approximation of functions, embedding theorems, and harmonic
analysis are a signi�cant contribution to the development of mathematics.

E.S. Smailov was born on October 18, 1946, in the village of Kyzyl Kesik,
Aksuat district, Semipalatinsk region. In 1963, he graduated from high school
with a silver medal, and in the same year he entered the Faculty of Mechanics

and Mathematics of the Kazakh State University (Almaty) named after Kirov (now named after Al-
Farabi). In 1971 he graduated from graduate school at the Institute of Mathematics and Mechanics.

He defended his PhD thesis in 1973 (supervisor was K.Zh. Nauryzbaev) and defended his doctoral
thesis �Fourier multipliers, embedding theorems and related topics� in 1997. In 1993 he was awarded
the academic title of professor.

E.S. Smailov since 1972 worked at the Karaganda State University named after E.A. Buketov as
an associate professor (1972-1978), the head of the department of mathematical analysis (1978-1986,
1990-2000), the dean of the Faculty of Mathematics (1983-1987) and was the director of the Institute
of Applied Mathematics of the Ministry of Education and Science of the Republic of Kazakhstan in
Karaganda (2004 -2018).

Professor Smailov was one of the leading experts in the theory of functions and functional analysis
and a major organizer of science in the Republic of Kazakhstan. He had a great in�uence on the
formation of the Mathematical Faculty of the Karaganda State University named after E.A. Buketov
and he made a signi�cant contribution to the development of mathematics in Central Kazakhstan.
Due to the e�orts of Y.S. Smailov, in Karaganda an actively operating Mathematical School on the
function theory was established, which is well known in Kazakhstan and abroad.

He published more than 150 scienti�c papers and 2 monographs. Under his scienti�c advice, 4
doctoral and 10 candidate theses were defended.

In 1999 the American Biographical Institute declared professor Smailov �Man of the Year� and
published his biography in the �Biographical encyclopedia of professional leaders of the Millennium�.

For his contribution to science and education, he was awarded the Order of �Kurmet� (=�Honour�).
The Editorial Board of the Eurasian Mathematical Journal expresses deep condolences to the

family, relatives and friends of Esmuhanbet Saidakhmetovich Smailov.
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Abstract. This paper deals with the nonself-adjoint Sturm�Liouville operator (or one-dimensional
time-independent Schr�odinger operator) with discontinuity conditions on the positive half line. In this
study, the spectral singularities and the eigenvalues are investigated and it is proved that this problem
has a �nite number of spectral singularities and eigenvalues with �nite multiplicities under two
additional conditions. Moreover, we determine the principal functions with respect to the eigenvalues
and the spectral singularities of this operator.
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1 Introduction

In mathematical physics, when we investigate solutions of partial di�erential equations under given
initial and boundary conditions using the Fourier method, we encounter the following types of prob-
lems: to determine the eigenvalues and eigenfunctions of di�erential operators and to expand an
arbitrary function as a series of eigenfunctions. Therefore, since it is interesting to study these types
of problems, many works have been done on such problems and continue to be done. An important
and interesting problem is that of the examination of the spectrum and expanding a given function
via eigenfunctions of a di�erential operator which is not self-adjoint.

In the present paper, we examine the spectrum and the principal functions of a nonself-adjoint
Sturm�Liouville operator with discontinuity conditions on the positive half plane. That is, we deal
with in the following nonself-adjoint problem for the Sturm�Liouville equation

−ω′′ + q(x)ω = µ2ω, x ∈ (0, a) ∪ (a,∞), (1.1)

with the discontinuity conditions

ω(a− 0) = αω(a+ 0), ω′(a− 0) = α−1ω′(a+ 0) (1.2)

and the boundary condition
ω(0) = 0, (1.3)

where a > 0, 0 < α 6= 1, µ is a complex parameter, q(x) is a complex-valued function which satis�es
the condition ∫ ∞

0

x|q(x)|dx <∞. (1.4)
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The spectral theory of nonself-adjoint operator in the classical case (i.e., α = 1) was studied by
Naimark [17, 18], he showed that some poles of the resolvent kernel are not the eigenvalues of the
operator and belong to the continuous spectrum, moreover, these poles are called spectral singularities
and were �rst introduced by Schwartz [22]. In the self-adjoint case (i.e. Imq(x) ≡ 0), the number of
the eigenvalues of the operator is �nite under condition (1.4) (see [15]).

In the nonself-adjoint case, Naimark demonstrated that the number of eigenvalues is �nite under
the condition (see [17, 18]) ∫ ∞

0

exp(εx)|q(x)|dx <∞, ε > 0.

This condition is too strict and Pavlov weakened this condition as follows (see [19]):

sup
0≤x<∞

{
|q(x)| exp(ε

√
x)
}
<∞, ε > 0

and he proved that if q(x) satis�es the above condition, then there is a �nite number of eigenvalues
of the operator.

In the spectral analysis of nonself-adjoint operators, the spectral singularities have an essential
role and the in�uence of the spectral singularities in the spectral expansion with respect to the
principal functions of the operator is investigated by Lyantse [12, 13]. The investigations on the
spectrum, principal functions and the spectral expansion by the principal functions of the nonself-
adjoint operator are very attractive and there are many works on the nonself-adjoint operator under
di�erent boundary conditions (see [2, 4, 5, 6, 8, 10, 11, 14, 16, 20, 23, 24, 25] and the references
therein). Moreover, the nonself-adjoint operator with discontinuous coe�cient is studied in [1], some
spectral properties of the Sturm�Liouville operator with impulsive condition is worked in [3].

The distinction between this work and other studies is that the nonself-adjoint boundary value
problem (1.1)-(1.3) has discontinuity conditions at x = a ∈ (0,∞). The presence of discontinuity
condition (1.2) in problem (1.1)-(1.3) seriously a�ects the structure of a Jost solution to (1.1), i.e., a
Jost solution is not expressed as a transformation operator, it has the integral representation which
is obtained by Huseynov and Osmanova [9] and in this work. It is seen from this representation
that the triangular property of a Jost solution is lost and the kernel function has a discontinuity
along the line s = 2a − x for x ∈ (0, a). In this paper, we will obtain our results using this integral
representation.

The conclusions drawn from this paper are as follows: in Section 2, we give an estimate of the
kernel k(x, s) of a Jost solution to equation (1.1) with discontinuity conditions (1.2) and examine
the spectrum and the resolvent of problem (1.1)-(1.3). Moreover, it is demonstrated that under
additional conditions, the number of the eigenvalues and the spectral singularities of this problem
is �nite. In Section 3, the principal functions are determined and their convergence properties are
examined.

2 The spectrum and resolvent of L
Assume that a function e(x, µ) satis�es equation (1.1), discontinuity conditions (1.2) and the following
condition at in�nity

lim
x→∞

e−iµxe(x, µ) = 1.

Then, the function e(x, µ) is called a Jost solution to equation (1.1). When q(x) ≡ 0 in (1.1), the
Jost solution has the form:

e0(x, µ) =

{
eiµx, x > a
α+eiµx + α−eiµ(2a−x), 0 < x < a

where α± = 1
2

(
α± 1

α

)
.



A nonself-adjoint Sturm�Liouville operator 57

Theorem 2.1. [9] Let a complex-valued function q(x) satisfy (1.4). Then for any µ from the closed
upper half-plane, there exists a Jost solution e(x, µ) to equation (1.1) with discontinuity conditions
(1.2), it is unique and representable in the form

e(x, µ) = e0(x, µ) +

∫ ∞
x

k(x, s)eiµsds, (2.1)

where for every �xed x ∈ (0, a) ∪ (a,∞), the kernel k(x, .) ∈ L1(x,∞) and satis�es the inequality∫ ∞
x

|k(x, s)|ds ≤ ecσ1(x) − 1, σ1(x) =

∫ ∞
x

t|q(t)|dt, c = α+ + |α−|.

Moreover, the function k(x, s) is continuous for s 6= 2a− x.

Remark 1. The following estimate holds:

|k(x, s)| ≤ c

2
σ

(
x+ s

2

)
e(c+1)σ1(x) (2.2)

with σ(x) =
∫∞
x
|q(u)|du and c = α+ + |α−|. This estimate is obtained as follows.

The function k(x, s) is of the form for 0 < x < a (see [9]):

k(x, s) = k0(x, s) +
1

2

∫ a

x

q(ζ)

∫ s+ζ−x

s−ζ+x
k(ζ, u)dudζ

+
α+

2

∫ ∞
a

q(ζ)

∫ s+ζ−x

s−ζ+x
k(ζ, u)dudζ

−α
−

2

∫ 2a−x

a

q(ζ)

∫ s−ζ+2a−x

s+ζ−2a+x

k(ζ, u)dudζ

+
α−

2

∫ ∞
2a−x

q(ζ)

∫ s+ζ−2a+x

s−ζ+2a−x
k(ζ, u)dudζ,

where

k0(x, s) =
α+

2

∫ ∞
x+s

2

q(ζ)dζ +
α−

2

∫ a

2a+x−s
2

q(ζ)dζ

−α
−

2

∫ s+2a−x
2

a

q(ζ)dζ, x < s < 2a− x, (2.3)

k0(x, s) =
α+

2

∫ ∞
x+s

2

q(ζ)dζ +
α−

2

∫ ∞
s+2a−x

2

q(ζ)dζ, s > 2a− x (2.4)

and for x > a

k(x, s) = k0(x, s) +
1

2

∫ ∞
x

q(ζ)

∫ s+ζ−x

s−ζ+x
k(ζ, u)dudζ,

where

k0(x, s) =
1

2

∫ ∞
x+s

2

q(ζ)dζ.

When x > a, we face the classical case (see [18]). In this case, we have

|k(x, s)| ≤ 1

2
eσ1(x)σ

(
x+ s

2

)
.
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Now, let us examine the case 0 < x < a. Set, for n ∈ N

kn(x, s) =
1

2

∫ a

x

q(ζ)

∫ s+ζ−x

s−ζ+x
kn−1(ζ, u)dudζ

+
α+

2

∫ ∞
a

q(ζ)

∫ s+ζ−x

s−ζ+x
kn−1(ζ, u)dudζ

−α
−

2

∫ 2a−x

a

q(ζ)

∫ s−ζ+2a−x

s+ζ−2a+x

kn−1(ζ, u)dudζ

+
α−

2

∫ ∞
2a−x

q(ζ)

∫ s+ζ−2a+x

s−ζ+2a−x
kn−1(ζ, u)dudζ

and k0(x, s) is speci�ed by relations (2.3) and (2.4). Then, we obtain

|k0(x, s)| ≤ c

2
σ

(
x+ s

2

)
, |kn(x, s)| ≤ c

2
σ

(
x+ s

2

)
(c+ 1)n(σ1(x))n

n!
.

This implies that the series
∑∞

n=0 kn(x, s) converges and its sum k(x, s) satis�es inequality (2.2).
Consequently, for x ∈ (0, a) ∪ (a,∞) inequality (2.2) is valid.

Now, we de�ne ê(x, µ) as a solution to equation (1.1) with discontinuity conditions (1.2) and the
following condition at in�nity

lim
x→∞

eiµxê(x, µ) = 1.

When q(x) ≡ 0 in equation (1.1), the solution has the form:

ê0(x, µ) =

{
e−iµx, x > a,
α+e−iµx + α−e−iµ(2a−x), 0 < x < a

for Imµ ≥ 0. The Wronskian of the solutions e(x, µ) and ê(x, µ) is

W [e(x, µ), ê(x, µ)] = −2iµ, Imµ ≥ 0.

Now, we consider problem (1.1)-(1.3) as an operator L operating on the Hilbert space L2(0,∞).
The values λ = µ2 for which L has a non-zero solution are called eigenvalues and the corresponding
solutions are called eigenfunctions.

Consider ẽ(x, µ) = e(x,−µ) with Imµ ≤ 0 and the expression of the Wronskian of e(x, µ) and
ẽ(x, µ) is

W [e(x, µ), ẽ(x, µ)] = −2iµ, Imµ = 0. (2.5)

Lemma 2.1. The nonself-adjoint operator L does not have positive eigenvalues.

Proof. It follows from (2.5) that for λ > 0, the general solution to (1.1) is of the form ω = c1e(x, µ)+
c2ẽ(x, µ) and as x → ∞, ω = c1e

iµx + c2e
−iµx + o(1). This function does not belong to L2(0,∞) if

both c1 and c2 are not equal to zero.

Let us de�ne s(x, µ) as a solution to (1.1) under discontinuity conditions (1.2) and the initial
conditions

s(0, µ) = 0, s′(0, µ) = 1.

Now, consider non-positive or complex λ. Since the general solution to (1.1) satisfying the initial
condition ω(0) = 0 has the form ω(x) = cs(x, µ), it follows that λ = µ2 is an eigenvalue of the
operator L if and only if s(., µ) ∈ L2(0,∞). Moreover,

s(x, µ) =
ê(0, µ)e(x, µ)− e(0, µ)ê(x, µ)

2iµ
, Imµ > 0. (2.6)
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Lemma 2.2. The necessary and su�cient conditions for λ 6= 0 to be an eigenvalue of L are

e(0, µ) = 0, λ = µ2, Imµ > 0.

Proof. It follows from the representations of e(x, µ) and ê0(x, µ) that e(., µ) ∈ L2(0,∞) and ê(x, µ) /∈
L2(0,∞.) Then, from (2.6), s(., µ) ∈ L2(0,∞) if and only if e(0, µ) = 0.

Lemma 2.3. The set of eigenvalues of L is bounded, is no more than countable and its limit points
can lie only on the half-axis λ ≥ 0.

Proof. Using the representation of solution e(x, µ) given by (2.1), as |µ| → ∞, we have e(0, µ)→ α+

for Imµ > 0. Therefore, the set of the zeros of e(0, µ) is bounded in the half plane Imµ > 0. Since
e(0, µ) is holomorphic in the half plane Imµ > 0, the set of its zeros is no more than countable and
can have limit points only on the real axis.

All numbers λ of the form λ = µ2, Imµ > 0, e(0, µ) 6= 0 belong to the resolvent set of L. The
resolvent operator Rµ2 = (L− µ2I)

−1
exists and has the following form:

ω(x, µ) =: Rµ2(L)f(x) =

∫ ∞
0

g(x, s;µ2)f(s)ds,

where

g(x, s;µ2) =


ê(0,µ)e(x,µ)e(s,µ)

2iµe(0,µ)
− ê(x,µ)e(s,µ)

2iµ
, x < s <∞,

ê(0,µ)e(x,µ)e(s,µ)
2iµe(0,µ)

− e(x,µ)ê(s,µ)
2iµ

, 0 < s < x

and ω(x, µ) is a solution to the following nonhomogeneous problem:

−ω′′ + q(x)ω = µ2ω + f(x),
ω(a− 0) = αω(a+ 0), ω′(a− 0) = α−1ω′(a+ 0),

ω(0) = 0.

Note that all numbers λ ≥ 0 belong to the continuous spectrum of L (see [18]). Moreover, the
spectral singularities de�ned as the poles of the kernel function of the resolvent operator belong to
the continuous spectrum. The set of spectral singularities of L is closed and its Lebesgue measure is
zero which can be seen from the boundary uniqueness theorem for analytic functions [21] (also, see
[1]).

Now, let us use the notation σd(L) and σss(L) for the eigenvalues and spectral singularities of L,
respectively.

σd(L) =
{
λ : λ = µ2, Imµ > 0, e(0, µ) = 0

}
,

σss(L) =
{
λ : λ = µ2, Imµ = 0, µ 6= 0, e(0, µ) = 0

}
.

Moreover, the multiplicity mk of a root µk of the equation e(0, µ) is called the multiplicity of µk.
Now, we will show that the nonself-adjoint operator L has a �nite number of eigenvalues and

spectral singularities under the following additional restrictions∫ ∞
0

eεx|q(x)|dx <∞, ε > 0, (2.7)

sup
0≤x<∞

{
exp(ε

√
x)|q(x)|

}
<∞, ε > 0. (2.8)
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First, assume that condition (2.7) introduced by M.A. Naimark holds. This condition implies that

σ(x) =

∫ ∞
x

|q(t)|dt ≤ Cεe
−εx,

σ1(x) =

∫ ∞
x

t|q(t)|dt ≤ Cε′e
−ε′x,

where Cε > 0, Cε′ > 0 and 0 < ε′ < ε (see [18]). Using these relations and estimate (2.2), we have

|k(x, s)| ≤ C exp

{
−ε
(
x+ s

2

)}
, (2.9)

where C = ccεe
(c+1)dε , c = α+ + |α−|, cε > 0 and dε > 0.

Theorem 2.2. Suppose that condition (2.7) is valid. Then, the operator L has �nite number of
eigenvalues and spectral singularities with �nite multiplicity.

Proof. It is obtained from (2.9) that the function e(0, µ) has an analytic continuation from the real
axis to the half plane Imµ > − ε

2
. Then, there are no limit points of the sets of eigenvalues σd(L)

and spectral singularities σss(L) on the positive real line. Since σd(L) and σss(L) are bounded and
e(0, µ) is holomorphic in the half plane Imµ > − ε

2
, L has �nite number of eigenvalues and spectral

singularities with �nite multiplicity.

Now, let condition (2.8) be satis�ed. We need to show that the numbers of the spectral singular-
ities and the eigenvalues under condition (2.8) are �nite. First, we de�ne the set of zeros of e(0, µ)
in the closed upper half plane Imµ ≥ 0 :

S1 := {µ : µ ∈ C+, e(0, µ) = 0} , S2 := {µ : µ ∈ R, µ 6= 0, e(0, µ) = 0} .

Moreover, let us take into account that the sets S3 and S4 contain all limit points of S1 and S2

respectively, and the set S5 has all in�nite multiple zeros of e(0, µ). We can write

S1 ∩ S5 = ∅, S3 ⊂ S2, S4 ⊂ S2, S5 ⊂ S2

from the uniqueness theorem of analytic functions (see [7]) and

S3 ⊂ S5, S4 ⊂ S5 (2.10)

from the continuity of all derivatives of e(0, µ) up to the real axis.

Lemma 2.4. Assume that condition (2.8) is satis�ed, then S5 = ∅.

Proof. To prove this lemma, we use the following theorem (see [19], also [1, 2]): Suppose that the
function ϕ is analytic in C+, all of its derivatives are continuous up to the real axis, and there exists
M > 0 such that

|ϕ(υ)(z)| ≤ Kυ, υ = 0, 1, ... z ∈ C+, |z| < 2M, (2.11)

and ∣∣∣∣∫ −M
−∞

ln |ϕ(x)|
1 + x2

dx

∣∣∣∣ <∞, ∣∣∣∣∫ ∞
M

ln |ϕ(x)|
1 + x2

dx

∣∣∣∣ <∞. (2.12)

If the set Q with the one-dimensional Lebesgue measure zero is the set of all zeros of the function ϕ
with in�nite multiplicity and the relation∫ u

0

lnH(s)dµ(Qs) = −∞ (2.13)
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holds, then ϕ(z) ≡ 0, where u is an arbitrary positive constant, H(s) = infυ
Kυsυ

υ!
, υ = 0, 1, ... and

µ(Qs) is the Lebesgue measure of s-neighborhood of Q.
Now, it follows from relation (2.2) and condition (2.8) that

|k(x, s)| ≤ C̃ exp

{
−ε
(
x+ s

2

)δ}
, C̃ = ccεe

(c+1)cε , c = α+ + |α−| > 0.

Then, the function e(0, µ) is analytic in C+, all of its derivatives are continuous up to the real axis
and we have ∣∣∣∣dυe(0, µ)

dµυ

∣∣∣∣ ≤ Kυ, µ ∈ C+, υ = 1, 2, ..., (2.14)

where

Kυ = C̃(2a)υ
(

1 +

∫ ∞
0

sυ exp

{
−ε
(s

2

)δ}
ds

)
, υ = 1, 2, ...

Moreover, since the set of zeros of e(0, µ) is bounded, for su�ciently large M the function e(0, µ)
satis�es condition (2.12). Thus, it follows from this fact and relation (2.14) that e(0, µ) provides
conditions (2.11) and (2.12). Since the function e(0, µ) 6= 0, we have from (2.13)∫ u

0

lnH(s)dµ(S5,s) > −∞, (2.15)

where H(s) = infυ
Kυsυ

υ!
and µ(S5,s) is the Lebesgue measure of the s-neighborhood of S5. The

following estimate holds

Kυ ≤
(
C̃(2a)υ +Ddυ

)
υυυ!, (2.16)

where D = 4 C̃e
δ
ε−

1
δ (υ + 1) and d = 8aε−

1
δ . In fact, we can write

Kυ = C̃(2a)υ
(

1 +

∫ ∞
0

sυ exp

{
−ε
(s

2

)δ}
ds

)
≤ C̃(2a)υ

(
1 +

2(υ+1)

δ
ε−

(υ+1)
δ (2υ + 2)υ+1υ!

)
≤ C̃(2a)υ

(
1 +

22(υ+1)

δ
ε−

(υ+1)
δ

(
1 +

1

υ

)υ
(υ + 1)υυυ!

)
≤

(
C̃(2a)υ +Ddυ

)
υυυ!.

Putting estimate (2.16) into H(s), we get

H(s) ≤ C̃ inf
υ
{(2a)υυυυ!}+D inf

υ
{dυυυsυ}

≤ C̃ exp
{
−(2a)−1s−1e−1

}
+D exp

{
−d−1s−1e−1

}
. (2.17)

Then, taking into account (2.15) and (2.17), we have∫ u

0

1

s
dµ(S5,s) <∞.

This inequality is valid for an arbitrary s if and only if dµ(S5,s) = 0 or S5 = ∅.
Theorem 2.3. If condition (2.8) is satis�ed, then L has �nite number of eigenvalues and spectral
singularities with �nite multiplicity.

Proof. It follows from (2.10) and Lemma 2.4 that S3 = ∅ and S4 = ∅. For this reason, the bounded sets
S1 and S2 do not have limit points. Thus, the �niteness of the sets of σd(L) and σss(L) are established.
Moreover, due to S5 = ∅, the eigenvalues and spectral singularities have �nite multiplicities.
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3 Principal functions
Now, we examine the principal functions of L. Assume that condition (2.8) is satis�ed.

Denote µ1, µ2, ..., µ` by the zeros of e(0, µ) in C+ with multiplicities m1,m2, ...,m` respectively
(note that µ2

1, µ
2
2, ..., µ

2
` are the eigenvalues of L). We can write{

dν

dµν
W [e(x, µ), s(x, µ)]

}
µ=µη

=

{
dν

dµν
e(0, µ)

}
µ=µη

= 0 (3.1)

for ν = 0,mη − 1, η = 1, `. In case of ν = 0, we have

e(x, µη) = κ0(µη)s(x, µη), κ0(µη) 6= 0, η = 1, `. (3.2)

Lemma 3.1. The following relation{
∂ν

∂µν
e(x, µ)

}
µ=µη

=
ν∑
i=0

(
ν
i

)
κν−i

{
∂i

∂µi
s(x, µ)

}
µ=µη

(3.3)

is valid for ν = 0,mη − 1, η = 1, ` and here κ0, κ1..., κν depend on µη.

Proof. To prove of this lemma, we use the mathematical induction. Consider ν = 0. It follows from
relation (3.2) that the proof is trivial. Now, suppose that formula (3.3) is valid for ν0 such that
0 < ν0 ≤ mη − 2. That is,{

∂ν0

∂µν0
e(x, µ)

}
µ=µη

=

ν0∑
i=0

(
ν0

i

)
κν0−i

{
∂i

∂µi
s(x, µ)

}
µ=µη

. (3.4)

Then, we will show that formula (3.3) is satis�ed for ν0 + 1. If ω(x, µ) is a solution to (1.1), then we
�nd {

− d2

dx2
+ q(x)− µ2

}
∂ν

∂µν
ω(x, µ) = 2µν

∂ν−1

∂µν−1
ω(x, µ) + ν(ν − 1)

∂ν−2

∂µν−2
ω(x, µ). (3.5)

Since e(x, µ) and s(x, µ) are solutions to equation (1.1), using (3.4) and (3.5) we calculate{
− d2

dx2
+ q(x)− µ2

η

}
hν0+1(x, µη) = 0,

where

hν0+1(x, µη) =

{
∂ν0+1

∂µν0+1
e(x, µ)

}
µ=µη

−
ν0+1∑
i=0

(
ν0 + 1
i

)
κν0+1−i

{
∂i

∂µi
s(x, µ)

}
µ=µη

.

It follows from (3.1) that

W [hν0+1(x, µη), s(x, µη)] =

{
dν0+1

dµν0+1
W [e(x, µ), s(x, µ)]

}
µ=µη

= 0.

Then, this shows that

hν0+1(x, µη) = κν0+1(µη)s(x, µη), η = 1, `.

Consequently, we obtain that formula (3.3) is satis�ed for ν = ν0 + 1.
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De�ne the functions

ψν(x, λη) =

{
∂ν

∂µν
e(x, µ)

}
µ=µη

=
ν∑
i=0

(
ν
i

)
κν−i

{
∂i

∂µi
s(x, µ)

}
µ=µη

(3.6)

for ν = 0,mη − 1, η = 1, ` and λη = µ2
η.

Theorem 3.1. ψν(x, λη) ∈ L2(0,∞) for ν = 0,mη − 1, η = 1, `.

Proof. Since

|k(x, s)| ≤ C̃ exp

{
−ε
(
x+ s

2

)δ}
, C̃ = ccεe

(c+1)cε , c = α+ + |α−| > 0,

using integral representation (2.1) we have for 0 < x < a∣∣∣∣∣
{
∂ν

∂µν
e(x, µ)

}
µ=µη

∣∣∣∣∣ ≤ xνα+e−Imµηx + (2a− x)ν |α−|e−Imµη(2a−x)

+C̃

∫ ∞
x

sν exp

{
−ε
(
x+ s

2

)δ}
e−Imµηds (3.7)

and for a < x <∞∣∣∣∣∣
{
∂ν

∂µν
e(x, µ)

}
µ=µη

∣∣∣∣∣ ≤ xνe−Imµηx + C̃

∫ ∞
x

sν exp

{
−ε
(
x+ s

2

)δ}
e−Imµηds. (3.8)

Since λη = µ2
η, η = 1, ` are eigenvalues of operator L, it follows from (3.7) and (3.8) for Imµη > 0

that {
∂ν

∂µν
e(x, µ)

}
µ=µη

∈ L2(0,∞), ν = 0,mη − 1, η = 1, `.

Consequently, from (3.6) we have ψν(x, λη) ∈ L2(0,∞), ν = 0,mη − 1, η = 1, `.

De�nition 1. Functions ψ0(x, λη), ψ1(x, λη),...,ψmη−1(x, λη) are called principle functions associated

with the eigenvalues λη = µ2
η, η = 1, ` of L. The function ψ0(x, λη) is the eigenfunction, ψ1(x, λη),

ψ2(x, λη),..., ψmη−1(x, λη) are the associated functions of ψ0(x, λη) corresponding to the eigenvalue
λη.

Now, we de�ne the spectral singularities of L: µ`+1, µ`+2, ..., µβ are the zeros of e(0, µ) in R−{0}
with multiplicities m`+1,m`+2, ...,mβ, respectively. Then, similarly to the proof of Lemma 3.1, we
obtain {

∂v

∂µv
e(x, µ)

}
µ=µγ

=
v∑
j=0

(
v
j

)
τv−j(µγ)

{
∂j

∂µj
s(x, µ)

}
µ=µγ

for v = 0,mγ − 1, γ = `+ 1, `+ 2, ..., β. Consider the functions

ψv(x, λγ) =

{
∂v

∂µv
e(x, µ)

}
µ=µγ

=
v∑
j=0

(
v
j

)
τv−j(µγ)

{
∂j

∂µj
s(x, µ)

}
µ=µγ

(3.9)

for v = 0,mγ − 1, γ = `+ 1, `+ 2, ..., β and λj = µ2
j .
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Theorem 3.2. The functions ψv(x, λγ) do not belong to L2(0,∞) for v = 0,mγ − 1, γ = ` + 1, ` +
2, ..., β.

Proof. Take into account relations (3.7) and (3.8) for µ = µγ, γ = `+1, `+2, ..., β and since Imµγ = 0
for the spectral singularities, we have{

∂v

∂µv
e(x, µ)

}
µ=µγ

/∈ L2(0,∞), v = 0,mγ − 1, γ = `+ 1, β.

As a result, from the de�nition of functions (3.9), we �nd ψv(x, λγ) /∈ L2(0,∞) for v = 0,mγ − 1,
γ = `+ 1, `+ 2, ..., β.

Now, we introduce the Hilbert spaces

Hρ =
{
f : ‖f‖ρ <∞

}
, H−ρ =

{
f : ‖f‖−ρ <∞

}
, ρ = 1, 2, ...

with the norms

‖f‖2
ρ =

∫ ∞
0

(1 + s)2ρ|f(s)|2ds, ‖f‖2
−ρ =

∫ ∞
0

(1 + s)−2ρ|f(s)|2ds

respectively and evidently, H0 = L2(0,∞).
Let m0 denote the greatest of the multiplicities of the spectral singularities of L:

m0 = max {m`+1,m`+2, ...,mβ} .

We put
H+ = Hm0+1, H− = H−(m0+1)

Then, we have
H+ ⊂ L2(0,∞) ⊂ H−

and for all f ∈ H+, ‖f‖+ ≥ ‖f‖ ≥ ‖f‖−, where ‖.‖± = ‖.‖±(m0+1) , ‖.‖ = ‖.‖0 (see [18]). We are
particularly interested in the space H− because the space H− contains the principal functions for the
spectral singularities. Now, we will prove the above claim by using the following lemma.

Lemma 3.2. The following relations hold:

sup
0≤x<∞

∣∣e(m)(x, µ)
∣∣

(1 + x)m
<∞, e(m) =

(
d

dµ

)m
e, Imµ = 0, m = 0, 1, 2, ... (3.10)

Proof. Using integral representation (2.1), we obtain for Imµ = 0∣∣e(m)(x, µ)
∣∣ ≤ xmα+ + (2a− x)m|α−|

+C̃

∫ ∞
x

sm exp

{
−ε
(
x+ s

2

)δ}
ds, 0 < x < a (3.11)

and ∣∣e(m)(x, µ)
∣∣ ≤ xm + C̃

∫ ∞
x

sm exp

{
−ε
(
x+ s

2

)δ}
ds, a < x <∞. (3.12)

Then, taking into account (3.11) and (3.12), we �nd sup0≤x<∞
|e(m)(x,µ)|

(1+x)m
<∞.
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Theorem 3.3. ψv(x, λγ) ∈ H−(v+1) for v = 0, 1, ...,mγ − 1, γ = `+ 1, `+ 2, ..., β.

Proof. Using relation (3.10), we have

∥∥e(v)(x, µ)
∥∥2

−(v+1)
=

∫ ∞
0

∣∣∣∣ e(v)(x, µ)

(1 + x)v+1

∣∣∣∣2 dx <∞.
That is, the functions e(v)(x, µ) = ∂v

∂µv
e(x, µ) ∈ H−(v+1) for Imµ = 0 and v = 0, 1, 2, .... Then, we get{
∂v

∂µv
e(x, µ)

}
µ=µγ

∈ H−(v+1)

for Imµγ = 0, v = 0, 1, ...,mγ − 1 and γ = ` + 1, ` + 2, ..., β. Consequently, it follows from formula
(3.9) that ψv(x, λγ) ∈ H−(v+1) for v = 0, 1, ...,mγ − 1, γ = `+ 1, `+ 2, ..., β.

De�nition 2. The functions ψ0(x, λγ), ψ1(x, λγ), ..., ψmγ−1(x, λγ) are called the principal functions
associated with the spectral singularities λγ = µ2

γ, γ = `+ 1, `+ 2, ..., β of operator L. The function
ψ0(x, λγ) is the generalized eigenfunction, ψ1(x, λγ), ..., ψmγ−1(x, λγ) are the generalized associated
functions of ψ0(x, λγ) corresponding to the spectral singularity λγ.

4 Conclusion

In this paper, we examine the spectrum and principal functions of a nonself-adjoint Sturm-Liouville
operator with discontinuity conditions at the point x = a ∈ (0,∞). When examining the spectrum
of problem (1.1)-(1.3), we use the Jost solution to equation (1.1) with discontinuity condition (1.2)
which is obtained by Huseynov and Osmanova [9] and in this work. The triangular property of the
Jost solution is lost and the kernel function has a discontinuity along the line s = 2a−x for x ∈ (0, a).
Under two di�erent additional conditions, it is proved that problem (1.1)-(1.3) has �nite number of
eigenvalues and spectral singularities with �nite multiplicity. Finally, since restriction (2.8) is weaker
than restriction (2.7), we determine the principal functions corresponding to the eigenvalues and
spectral singularities of problem (1.1)-(1.3) under additional restriction (2.8).
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