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1 Introduction

Let X be a nonempty set, numbers gy > 1, g1 > 1, ¢o > 1 be given.

Definition 1. A function p : X x X — R, is called a (g1, ¢2)-quasimetric if the following
properties hold:

e p(z,y) =0 x=yVxye X (the identity axiom);
o p(z,z) < qip(z,y) + qply, z) Vax,y,z € X (the (¢, ¢2)-generalized triangle inequality).

If pis a (q1,92)-quasimetric, then the space (X, p) is called a (g1, ¢2)-quasimetric space. A
(¢1, g2)-quasimetric is called weakly symmetric if the following property holds:

e for every point x € X, for every sequence {z,} C X, if p(z,z;) — 0, then p(x;,x) — 0.
A (q1, ¢2)-quasimetric is called go-symmetric if the following property holds:
o p(z,y) < qop(y,z) ¥V x,y € X (the go-symmetry axiom).

A (1, 1)-quasimetric space is called a quasimetric space. A quasimetric space is called a metric
space if it is 1-symmetric.

The study of spaces endowed with a distance functions satisfying various properties goes
back to M. Fréchet [12] and F. Hausdorff [14] and was continued in multiple papers (see, for
example, [13, 15] as well as [6] and the references therein). The concept of (¢, ¢2)-quasimetric
space was introduced and studied in the papers [4, 5]. In [6], a natural generalization of the
(¢1, g2)-quasimetric spaces — f-quasimetric spaces, were studied. In [4, 5], fixed point theorems
and coincidence point theorems for mappings acting between (g1, ¢2)-quasimetric spaces were
obtained. In this paper, we investigate the problem of the existence of points of minimum for
functions defined on (¢, g2)-quasimetric spaces. This kind of propositions are used to derive
sufficient conditions for existence of solutions to various abstract equations and inclusions (see,
for example, Theorem 7 in [1]). The results on the existence of minima of specific functions
and related results on solvability of certain types of equations and inclusions can be applied to
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various problems arising in optimization (see, for example, [2, 7]), set-valued analysis (see, for
example, [17]) and control theory (see, for example, [11]). Moreover, they are closely related to
covering mappings theory and coincidence points theorems, (see, for example, [3, 8, 9]).

Let us briefly describe the content of the paper. In Section 2, we recall some known topological
properties of (q1, g2)-quasimetric spaces and propositions on the existence of minima for functions
defined on metric and quasimetric spaces. In Section 3, we present a sufficient condition for the
existence of points of minimum for functions defined on (g, g2)-quasimetric spaces. In Section
4, we discuss the obtained result and compare it with some known analogous results.

2 Preliminaries

Let (X, p) be a (g1, ¢2)-quasimetric space. First, let us recall the topological properties of (g1, g2)-
quasimetric spaces.
Given a point z € X and a number r > 0, denote

Oz, r) ={y e X :p(x,y) <r}, Bla,r)={yeX:plz,y) <r}

The set O(x,r) is called an open ball centered at x with radius r, the set B(z,r) is called a
closed ball centered at x with radius 7.

Define a topology 7 on X as follows. The set A C X is called open if for every point a € A
there exists r > 0 such that Ox(a,r) C A. It is a straightforward task to ensure that the system
7 of all such sets is a topology.

Note that unless the ball O(z, ) is called “open”, it may be not open in the sense of topology
7 (see Example 3.4 in [5]). The same remark is valid for the closed ball.

The convergence of a sequence {x,} C X to a point x € X with respect to this topology
is equivalent to the fulfilment of the equality nh_g)lo p(x,x,) = 0. Moreover, it is obvious that

lim p(z,z,) =0ifand only if Ve >03 N : z, € O(z,e) V n > N.
n—oo

Note that the first axiom of countability holds for 7 (see Corollary 1.3 in [6]). Hence, a set
A C X is closed if and only if it coincides with the set of all limit points of A, and for every set
A C X, its closure clA coincides with the set of all limit points of A. The topology 7 may not
satisfy the Ty axiom. Hence, the limit of a convergent sequence may be not unique.

A function U : X — R is called lower semicontinuous at a point 2y € X if for every ¢ > 0,
inequality f(zo) < f(z)+ € holds for every point x in a neighbourhood of xy. Hence, U is lower
semicontinuous at a point xg € X if and only if

Ve>0 36>0: f(zo) < f(z)+e Ve O(xg,0).

The function U is called lower semicontinuous if it is lower semicontinuous at every point z € X.
A function U : X — R is called proper if there exists z € X such that U(x) < 4o0.
Let us now recall metric properties of (q1, ¢2)-quasimetric space.

Definition 2. A sequence {x;} C X is called a Cauchy sequence if
Ve>0 3INeN: p(x;,xiy)<e VijeN, >N, j>1
The space (X, p) is called complete if each Cauchy sequence in X has at least one limit.

Note that unlike metric spaces, a convergent sequence may be not fundamental in (g1, g2)-
quasimetric spaces.

Let us recall some minimum existence theorems. Let (X, p) be a complete metric space,
U : X — R be a proper lower semicontinuous function bounded below by a given number v, i.e.
U(x) >~ for all x € X.



86 R. Sengupta, S.E. Zhukovskiy

Theorem 2.1. (Theorem 3 in [1|) Assume that a function U satisfies the Caristi-like condition
with some k > 0, i.e.

VeeX: y<U(x) F2'eX\{z}: UQ)+kpx,2") <U(x). (2.1)

Then for every point xy € X there exists a point * € X, such that the function U attains its
mintmum at T and
Ulzo) =7

k

The term “Caristi-like condition” was introduced in [1]. In [10], a generalization of this
concept was used to derive modifications of Ekeland’s variational principle.

Let us recall a similar result for quasimetrics from [16]. Let (X, p) be a complete metric
space, U : X — R be a proper lower semicontinuous function bounded below. Set

U) =7, plao,) < (2.2)

v = inf U(x).

reX

Theorem 2.2. (Theorem 2.5 in [16]) Assume that a quasimetric p is lower semicontinuous in the
second variable, i.e. for everyy € X the function x — p(y,x), x € X, is lower semicontinuous.

If
VeeX: U(x)>y W eX\{z}: UE)+pxa)<U(zx),

then U has a point of minimum.

In the following section we derive an analogous proposition on the existence of minima for
functions defined on (g1, ¢2)-quasimetric spaces.

3 Main result

Let ¢ > 1,2 > 1, v € R, k > 0 be given, (X, p) be a complete (g1, ¢z2)-quasimetric space,
U : X — R be a proper lower semicontinuous function such that

Ulx) >y VxeX.

If (X, p) is a compact space, then U attains its minimum. Below we provide sufficient conditions
for the existence of minima of the function U without prior compactness assumption similar to
those in Theorems 2.1 and 2.2.

Definition 3. We say that a function U satisfies the Caristi-like condition with the constant
k>0 if

VeeX: y<Ux) F2'eX: @U@)+Ekquplx,) <U(z)+ (g2 —1)7. (3.1)

Obviously, if (X, p) is a metric space, then we can take ¢ = g2 = 1. In this case, conditions
(3.1) and (2.1) coincide. The same remark is valid if (X, p) is a quasimetric space. Taking
¢1 = ¢ = 1 and k = 1, we observe that condition (3.1) coincides with the sufficient condition
for minima existence in Theorem 2.2.

Theorem 3.1. Assume that g > 1 and a function U : X — R, satisfies the Caristi-like
condition with the constant k > 0. Then for every point xo € X, there exists a point * € X, such
that the function U attains its minimum at T and

U(z) =1, T €clB (:1:0, W) (3.2)
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Proof. Without loss of generality we assume that v =0 and k = 1.
Take an arbitrary point xzy € X such that U(zg) < +o00. Let us show that there exists a
sequence {x,} C X such that

U(zi) < UE;fO) Vi=1,2, .., (3.3)
B(‘T“U(l’z)) C B($i,1,U($i,1)) Vi= 1,2,... (34)

Applying the Caristi-like condition at the point x = xy we obtain a point z; € X such that

QU (x1) + qrp(zo, 21) < Ulxp).

This inequality implies that
U(l’o)

Ulzy) <
(z1) < m

and for every x € B(xy,U(x1)) the relation
p(zo, ) < q1p(To, ¥1) + g2p(r1, ) < (U(wo) — q2U (1)) + qoU (1) = U ()

holds. Hence, conditions (3.3) and (3.4) hold for ¢ = 1.
Assume now that for some number k£ € N conditions (3.3) and (3.4) hold for ¢ = k. Applying
the Caristi-like condition at the point x = x; we obtain a point x;; € X such that

@U(zpr1) + @1p(h, Tpt1) < Ulzg). (3.5)

Inequalities (3.5) and (3.3) imply that

U (xk) U (-TO)
Uz < < .
( ; 1) Q2 q’SH

Inequality (3.5) implies that for every « € B(xgy1, U(xgy1)) the relation

p(xp, ) < qp(xr, Tee1) + @p(xri1, ) < (U(xg) — U(xk41)) + U (xg41) = Ul(xg)

holds. Hence, conditions (3.3) and (3.4) hold for i = k + 1. The inductive construction of a
sequence {z;} satisfying (3.3) and (3.4) is complete.
Since ¢ > 1, inequality (3.3) implies that U(z;) — 0 as ¢ — oo. Inclusions (3.4) imply that

B(I‘i+j, U(QJZ+J)) C B(.T,L, U(.T,L)) VZ,_] € N.

Therefore,
Tivj € B(x;,U(z;)) Vi, j €N

Since U(x;) — 0 as i — oo, the sequence {z;} is a Cauchy one. Hence, the completeness of
(X, p) implies that there exists Z € X such that x; — = as i — oc.

So, U is lower semicontinuous, z; — = as i — oo, U(x;) — 0 as i — oo and U(z) > 0 for
every x € X. Therefore, U(z) = 0. Moreover, T € clB(zg, U(xy)), since by virtue of (3.4) we
have x; € B(zg, U(xo)) for every i € N. O
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4 Discussion of main results

First, let us discuss the proposition of Theorem 3.1.
Inclusion in (3.2) cannot be replaced by the inclusion

T e B(xo, %) (4.1)

Consider an appropriate example.

Example 1. Let X =R, ¢ > 1,

S Je—=yl, if (2 —y) € Q
W’y)—{qw—m, if (z—y) €R\ Q.

It is a straightforward task to ensure that p is (g, ¢)-quasimetric, the space (X, p) is complete,
the topology of (X, p) coincides with the standard topology of the real line.
Consider the function
U:X =R, Ux):=|z[, r»€X.

It satisfies the Caristi-like condition with £ = 1 and v = 0. The only point of minimum for U is
the point z = 0. However, if ¢y > 1, then inclusion (4.1) fails to hold for zq := V2, since

plao, T) = V2 > V2 = W.

If the space (X, p) is weakly symmetric, then inclusion in (3.2) implies that

U(ilfo)—’y‘

p(anZE) S q1 L

This fact is a corollary of the following assertion.

Proposition 4.1. If a (q1, q2)-quasimetric space (X, p) is weakly symmetric, then
clB(xo,7) C B(xo,q17) Vao€e X, Vr>0.
Proof. Take an arbitrary sequence {z,;} C B(xo,r) convergent to a point z as j — co. We have

p(z0,Z) < qup(xo, xj) + @2p(x,Z) < 17 + gap(zj, ) V7.

Since z; — T as j — oo and the space (X, p) is weakly symmetric, we have p(z;,Z) — 0
as j — oo. Therefore, passing to the limit as j — oo in the inequality above, we obtain
p(0,7) < qur. O

Assume now that the function z — p(y, x), x € X, is lower semicontinuous for every y € X.
In this case, the inclusion in (3.2) is equivalent to inclusion (4.1). This fact is a corollary of the
following assertion.

Proposition 4.2. Let (X, p) be a (q1, q2)-quasimetric space. If the function x — p(y,z), x € X,
1s lower semicontinuous for every y € X, then

clB(zg,r) = B(xg,r) Vzo€e X, Vr>0.

Proof. Take an arbitrary point zp € X, a number » > 0 and a sequence {z;} C B(z,7)
convergent to a point Z as j — 00. Since the function x — p(xg, ) is lower semincontinuous and
p(zo, ;) <, we have p(zo,7) < 7. O
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Let us now show that the assumption g > 1 is essential in Theorem 3.1.

Example 2. Let X = {(ny,n2) : n1,ne € N}. Define the function p: X x X — R, as follows:

(1 .
—, if ny>myq;
o
1, it ny < my;
p((nlan2)7 (mlva)) - 17 lf ny =my, N > ma;
Mo — N2 1 .
: ;A ng = my,ny < meg;
NoMmeo nl(nl + 1)
\ O, if ny = myp,Ng = My.

I. Let us show that p is a quasimetric. Obviously it suffices to verify the triangle inequality
pla,c) < pa,b) + p(b,c) Ya=(ni,ng), b= (my,ms), c= (ki,ks). (4.2)

If at least two out of three points a, b or ¢ coincide, or p(a,b) = 1, or p(b,c) = 1, then the
triangle inequality holds. Thus, we assume that a, b and ¢ are pairwise distinct, p(a,b) < 1 and
p(b,c) < 1. Then the definition of p implies that one of the following relations holds:

(i) ny > my and my > ky;

(11) ny >my, mp = k1 and me < kg,

(iiil) ny=my, ny <mg and my > ky;

(iv) ni=mq, ny <mg, my =k and my < ks.

1
If (i) holds, then ny > my and ny > k;. Hence, p(a,c) = p(b,c) = = which implies (4.2). If (ii)

2
1 1

holds, then ny > k; and my < ko. Thus, p(a,c) = N —— p(a,b), which implies (4.2). If (iii)
2 My

holds, then ny > ky and m; > k;. Thus, p(a,c) = p(b,c) = o which implies (4.2). If (iv) holds,
2
then n, = &k and ny < ko. Hence,

k’g—RQ 1 Mo — N9 k‘g—mg 1
p(a7 C) kgng ny (n1 + 1) ( monoy + k2m2 ) 1 (711 + 1) p(a7 ) + p( ,C)’

which completes the proof of inequality (4.2).

I1. Let us show that (X, p) is complete. Let {z;} C X, z; = (n},n}), i = 1,2, ... be a Cauchy
sequence. Then for ¢ = 1 there exists N € N such that p(z;,z;) < 1Vj > i > N. Therefore,
nt > n{"Vi > N and hence for i > N the sequence {n'} decreases. Therefore, the sequence
{n'} is stationary, i.e. there exist numbers N and n; such that n} = n; Vi > N.

The sequence {n4} increases when i is sufficiently large, i.e. there exists a number N such
that if j > i > N, then n} < nt!. Indeed, since the sequence {n}} is stationary and p(z;, 7;) < 1
for sufficiently large 7 and j such that j > 4, it follows that n} < n; by definition of p.

Let us show that the sequence {z;} converges. Obviously, if {z;} is stationary, then it
converges. Assume that {z;} is not stationary. Since {n'} is stationary and {n}} increases for
sufficiently large 4, then n}, — oo as i — oo. Therefore, for an arbitrary point (my, ms) € X such
that my > ny, for sufficiently large ¢ we have

p((mi,mg), (n},n3)) = — =0 as i— oo.
L

Therefore, x; — (mq, msy) as i — oo. Hence, (X, p) is complete.
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III. Consider the function U : X — R,

1 1

U b - )
(n1,m2) ny +1 + ni(ny + 1)ng

(n1,m9) € X. (4.3)

It is obvious that in)f( U(z) = 0 and U does not attain its minimum. The Caristi-like condition
Te

with £ = 1 and v = 0 holds for the function U, since for every x = (ny,n2) € X, the inequality
in (3.1) holds with o’ = (ny,ny + 1).

IV. Let us show that every point & € X is a point of strict local minimum of the function
U, i.e.

VieX 3Jr>0: U(x)>U(x) VYxeB(z,r)\{z}. (4.4)
Take an arbitrary point & = (nj,ns). Let us show that U(z) > U(z) for any z € B(z,r),
1
t, wh 0 :
x # I, where r € ( 7n1n2(1+n1)(1+n2))

Since p(Z,z) < r < 1, the definition of p implies that either ny > my or ny = m; and
ng < meo. The second case is impossible, since otherwise
. Mgy — Na 1

p(ZE,I) = p((n1’n2)7 (m17m2>) = P ) nl(nl T 1) =

( 1 1 ) 1 S ( 1 1 ) 1 1 -
== - =) - — = r
N9 meo n1(1 + 711) o N9 N9 + 1 7’L1(1 + nl) n1n2(1 + nl)(l + ng)

which contradicts the choice of r. Hence, n; > m;. Therefore,

U#) 1 n 1 < 1 L 1
xTr) = —
1 + ny TLl(TLl + 1)712 -1 +nq nl(nl + ]_)

1 1 1 1
<

< +
ny 1—i—m1 1+m1 ml(m1+1)m2

=U(x).

V. Let us summarize the above. In I and II, it is shown that (X, p) is a complete (1,1)-
quasimetric space. In III, it is shown that the function U satisfies the Caristi-like condition with
k=1 and v = 0. It follows from IV that U is lower semicontinuous. Hence, all the assumptions
of Theorem 3.1 hold except the assumption ¢, > 1.

Note that Example 2 also shows that the assumption of lower semicontinuity of quasimet-
ric p in the second argument is essential in Theorem 2.2. In this example all the assumptions
of Theorem 2.2 hold except for the lower semicontinuity of p in the second argument. In-
deed, the function p((2,2),-) in Example 2 is not lower semicontinuous, since (1,n) — (2,1),
p((2,2),(1,n)) - 0 as n — oo and p((2,2),(2,1)) > 0.

Let us now compare Theorem 3.1 with the analogous results from [1] and [16]. It is obvious
that Theorem 2.1 (Theorem 3 in [1]) does not follow from Theorem 3.1 because of the assumption
@2 > 1 in Theorem 3.1 which never holds in metric space. Conversely, Theorem 3.1 does not
follow from Theorem 2.1, since Theorem 2.1 is not applicable to (g1, g2)-quasimetric spaces when
¢2 > 1. The same remark is valid for Theorem 2.2 (Theorem 2.5 in [16]).

Acknowledgments

The authors are sincerely grateful to Professor A. V. Arutyunov for valuable remarks and discus-
sions. The research was supported by the Russian Science Foundation (Project No. 17-11-01168)
and carried out at Peoples’ Friendship University of Russia.



Minima of functions on (q1, g2)-quasimetric spaces 91

References

[1] A.V. Arutyunov, Caristi’s condition and existence of a minimum of a lower bounded function in a metric
space. Applications to the theory of coincidence points. Proceedings of the Steklov Institute of Mathematics.
291 (2015), no. 1, 24-37.

[2] A.V. Arutyunov, Second-order conditions in extremal problems. The abnormal points. Transactions of the
American Mathematical Society, 350 (1998), no. 11, 4341-4365.

[3] A.V. Arutyunov, E.R. Avakov, A.F. Izmailov, Directional reqularity and metric regularity. STAM Journal
on Optimization. 18 (2007), no. 1, 24-37.

[4] A.V. Arutyunov, A.V. Greshnov, The theory of (q1,q2)-quasimetric spaces and coincidence points. Dokl.
Math. 94 (2016), no. 1, 434-437.

[5] A.V. Arutyunov, A.V. Greshnov, (¢, g2)-quasimetric spaces. Covering mappings and coincidence points.
Izvestiya: Mathematics. 82 (2018), no. 2, 245-272.

[6] A.V. Arutyunov, A.V. Greshnov, L.V. Lokutsievskii, K.V. Storozhuk, Topological and geometrical properties
of spaces with symmetric and nonsymmetric f-quasimetrics. Topology and its Applications. 221 (2017),
178-194.

[7] A.V. Arutyunov, R.B. Vinter, A simple “finite approzimations” proof of the Pontryagin maximum principle
under reduced differentiability hypotheses. Set-Valued and Variational Analysis, 12 (2004), no. 1-2, 5-24.

[8] A.V. Arutyunov, E.S. Zhukovskiy, S.E. Zhukovskiy, Coincidence points of set-valued mappings in partially
ordered spaces. Doklady Mathematics, 88 (2013), no. 3, 727-729.

[9] A.V. Arutyunov, E.S. Zhukovskiy, S.E. Zhukovskiy, Coincidence points principle for mappings in partially
ordered spaces. Topology and its Applications, 179 (2015), 13-33.

[10] A.V. Arutyunov, S.E. Zhukovskiy, Variational principles in nonlinear analysis and their generalization.
Mathematical Notes, 103 (2018), no. 5-6, 1014-1019.

[11] A.V. Arutyunov, S.E. Zhukovskiy, Existence of local solutions in constrained dynamic systems. Applicable
Analysis. 90 (2011), no. 6, 889-898.

[12] M. Fréchet, Sur quelques points du calcul fonctionnel. Palermo Rend. 22 (1906), 1-74.

[13] A.H. Frink, Distance functions and the metrization problem. Bull. Amer. Math. Soc. 43 (1937), no. 2,
133-142.

[14] F. Hausdorff, Grundziige der Mengenlehre. Von Veit, Leipzig, 1914.
[15] S.I. Nedev, O-metrizable spaces. Tr. Mosk. Mat. Obs. 24 (1971), 201-236.

[16] J. Sh. Ume, A minimization theorem in quasi-metric spaces and its applications. Int. J. Math. Math.Sci. 31
(2002), no. 7, 443-447.

[17] S.E. Zhukovskiy, On continuous selections of finite-valued set-valued mappings. Eurasian Math. J., 9 (2018),
no. 1, 83-87.

Richik Sengupta

Faculty of Science

Peoples’ Friendship University of Russia
6 Miklukho-Maklaya St,

117198, Moscow, Russia

E-mail: veryricheek@hotmail.com



92 R. Sengupta, S.E. Zhukovskiy

Sergey Evgen’evich Zhukovskiy

Department of Higher Mathematics

Moscow Institute of Physics and Technology
9 Inststitutskii per.

141700, Dolgoprudny, Moscow region, Russia

and

Institute of Control Sciences of the RAS
65 Profsoyuznaya st.

117997, Moscow, Russia

E-mail: s-e-zhuk@yandex.ru

Received: 03.02.2019



